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Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Reviewers of Manuscripts, 2002
Each year theJournal endeavors to publish a list of all the persons

who reviewed manuscripts during the preceding year. Such a list is a com-
pendium of names supplied by the Associate Editors. Because our peer
review system depends strongly on the continuing anonymity of the review-
ers, theJournal publishes these names in alphabetical order without identi-
fication of the associate editors who provided the names and without iden-
tification of the papers they reviewed. The primary reason for the
publication of the list is to express theJournal’s gratitude to its reviewers.
Reviewing a paper is often a very time consuming and demanding task, and
the anonymity requirement yields no professional recognition to those who
generously provide their time to help the Associate Editors decide which
papers should be published and to give constructive criticisms to the au-
thors. TheJournal is justifiably proud of this list, which includes a goodly
proportion of all the researchers and eminent authorities in acoustics and
related fields. In a compendium of this length, omissions and errors are
inevitable. If anyone notices such, please send the corrections and missing
names via e-mail or regular mail to either Elaine Moran~asa@aip.org! or
Allan Pierce~adp@bu.edu!.
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USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2003
23–25 June NOISE-CON 2003, Cleveland, OH@INCE Business Of-

fice, Iowa State Univ., 212 Marston Hall, Ames, IA
50011-2153; Fax: 515-294-3528; E-mail:
ibo@ince.org#.

27–30 July 1st Conference on Acoustic Communication by Ani-
mals, University of Maryland, College Park, MD
@Acoustical Society of America, Suite 1 NO1, 2 Hun-
tington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org/
communication.html#.

5–8 Oct. IEEE International Ultrasonics Symposium, Honolulu,
HI @W. D. O’Brien, Jr., Bioacoustics Research Lab.,
Univ. of Illinois, Urbana, IL 61801-2991; Fax: 217-244-
0105; WWW: www.ieee-uffc.org#.

10–14 Nov. 146th Meeting of the Acoustical Society of America,
Austin, TX @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#. Deadline for receipt
of Abstracts: 2 July 2003.

2004
24–28 May 75th Anniversary Meeting~147th Meeting! of the

Acoustical Society of America, New York, NY@Acous-
tical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: asa.aip.org#.

3–7 Aug. 8th International Conference of Music Perception and
Cognition, Evanston, IL@School of Music, Northwest-
ern Univ., Evanston, IL 60201; WWW:
www.icmpc.org/conferences.html#.

15–19 Nov. 148th Meeting of the Acoustical Society of America,
San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.
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Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print. Volumes 21–30, 1949–1958: JASA, Contemporary Literature, and
Patents. Classified by subject and indexed by author and inventor. Pp. 952.
Price: ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.

Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

A new regional acoustics association founded
in Europe

During the second congress of the Slovenian Acoustical Society, held
in September 2002, representatives of the Austrian and Croatian Acoustical
Societies initiated the founding of a regional association which is now
known as the Alps-Adria Acoustics Association~AAAA !. This new associa-
tion will be supported by acousticians in about 18 regions of seven coun-
tries: Austria, Croatia, Germany~Bavaria!, several regions of Hungary and
Italy, and also Slovenia and Switzerland~Ticino!.

The first president of AAAA is Mirko Cˇ udina of the University of
Ljubljana, representing Slovenia. According to the by-laws of the Alps-
Adria Acoustics Association the president, elected for a two-year term, will
organize the next congress. The first congress of the new association will be
held in Portorozˇ, Slovenia, in September 2003.

International Meetings Calendar

Below are announcements of meetings and conferences to be held
abroad. Entries preceded by an* are new or updated listings.

June 2003
5–6 *Spring Meeting of the Swiss Acoustical Society,

Geneva, Switzerland.~SGA-SSA, c/o Akustik, Suva,
P.O. Box 4358, 6002 Luzern, Switzerland; Fax:141
419 62 13; Web: www.sga-ssa.ch!

8–13 XVIII International Evoked Response Audiometry
Study Group Symposium, Puerto de la Cruz, Tenerife,
Spain.~Web: www.ierasg-2003.org!

16–18 Acoustics 2003—Modeling & Experimental Mea-
surements, Cadiz, Spain.~Fax: 144 238 029 2853;
Web: www.wessex.ac.uk/conference/2003/acoustics/
index.html!

29–3 8th Conference on Noise as a Public Health Prob-
lem, Amsterdam-Rotterdam, The Netherlands.~Fax:
131 24 360 1159; Web: www.icben2003.nl!

30–3 Ultrasonics International „UI’03 …, Granada, Spain.
~Fax: 144 1295 253 334; Web: www.ui03.com!

July 2003
7–11 10th International Congress on Sound and Vibra-

tion, Stockholm, Sweden.~Fax: 146 88 661 9125;
Web: www.congex.com/icsv10!

14–16 8th International Conference on Recent Advances in
Structural Dynamics, Southampton, UK. ~Web:
www.isvr.soton.ac.uk/sd2003!

August 2003
6–9 Stockholm Music Acoustics Conference 2003

„SMAC03…, Stockholm, Sweden. ~Web:
www.speech.kth.se/music/smac03!

25–27 Inter-Noise 2003, Jeju Island, Korea.~Fax:182 42 869
8220; Web: www.internoise2003!

25–29 XIII Session of the Russian Acoustical Society, Mos-
cow, Russia.~Fax: 17 095 126 0100; Web: www.ak-
in.ru!

September 2003
1–2 *First Congress of the Alps-Adria Acoustics Associa-

tion „AAAA …, Portorož, Slovenia.~Jurij Prezelj, Me-

chanical Engineering, University of Ljubljana, Asˇker-
čeva 6, 1000 Ljubljana, Slovenia; Fax:1386 1 251
8567; Web: www.fs.uni-lj.si/sda!

1–4 Eurospeech 2003, Geneva, Switzerland. ~Web:
www.symporg.ch/eurospeech2003!

7–10 World Congress on Ultrasonics, Paris, France.~Fax:
133 1 46 33 56 73; Web: www.sfa.asso.fr/wcu2003!

16–19 Autumn Meeting of the Acoustical Society of Japan,
Nagoya, Japan.~Fax: 181 3 5256 1022; Web:
wwwsoc.nii.ac.jp/asj/index-e.html!

18–19 Surface Acoustics 2003, Salford University, Manches-
ter, UK. ~Web: www.ioa.org.uk/salford2003!

23–25 2nd International Symposium on Fan Noise, Senlis,
France. ~Fax: 133 4 72 44 49 99; Web:
www.fannoise2003.org!

October 2003
15–17 34th Spanish Congress on Acoustics, Bilbao, Spain.

~Fax: 134 91 411 7651; Web: www.ia.csic.es/sea/
index.html!

15–17 Acoustics Week in Canada, Edmonton, AB, Canada.
~Fax: 11 780 414 6376; Web: caa-aca.ca/edmonton-
2003.html!

30–31 *Autumn Meeting of the Swiss Acoustical Society,
Basel, Switzerland.~SGA-SSA, c/o Akustik, Suva, P.O.
Box 4358, 6002 Luzern, Switzerland; Fax:141 419 62
13; Web: www.sga-ssa.ch!

November 2003
5–6 * Institute of Acoustics „UK … Autumn Conference,

Oxford, UK. ~Institute of Acoustics, 77A St. Peter’s
Street, St. Albans, Herdfordshire AL1 3BN, UK; Fax:
144 1727 850553; Web: www.ioa.org.uk!

7–9 *Reproduced Sound, Oxford, UK. ~Institute of Acous-
tics, 77A St Peter’s Street, St. Albans, Herdfordshire
AL1 3BN, UK; Fax: 144 1727 850553; Web:
www.ioa.org.uk!

December 2003
10–12 3rd International Workshop on Models and Analysis

of Vocal Emissions for Biomedical Applications,
Firenze, Italy. ~Fax: 139 55 479 6767; Web:
www.maveba.org!

March 2004
17–19 Spring Meeting of the Acoustical Society of Japan,

Atsugi, Japan. ~Fax: 181 3 5256 1022; Web:
wwwsoc.nii.ac.jp/asj/index-e.html!

22–25 *Joint Congress of the French and German Acous-
tical Societies„SFA-DEGA…, Strasbourg, France.~Fax:
133 1 48 88 90 60; Web: www.sfa.asso.fr/cfa-
daga2004!

31–3 International Symposium on Musical Acoustics
„ISMA2004…, Nara, Japan.~Fax: 181 77 495 2647;
Web: www2.crl.go.jp/jt/a132/isma2004!

April 2004
5–9 18th International Congress on Acoustics

„ICA2004…, Kyoto, Japan.~Fax: 181 66 879 8025;
Web: www.ica2004.or.jp!

11–13 International Symposium on Room Acoustics
„ICA2004 Satellite Meeting…, Hyogo, Japan.~Fax:
181 78 803 6043; Web: rad04.iis.u-tokyo.ac.jp!
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May 2004
17–21 * International Conference on Acoustics, Speech, and

Signal Processing„ICASSP 2004…, Montréal, Canada.
~Web: www.icassp2004.com!

June 2004
8–10 Joint Baltic-Nordic Acoustical Meeting, Mariehamn,

Åland, Finland. ~Fax: 1358 09 460 224; e-mail:
asf@acoustics.hut.fi!

July 2004
5–8 7th European Conference on Underwater Acoustics

„ECUA 2004…, Delft, The Netherlands.~Fax: 131 70
322 9901; Web: www.ecua2004.tno.nl!

11–16 12th International Symposium on Acoustic Remote
Sensing„ISARS…, Cambridge, UK.~Fax:144 161 295
3815; Web: www.isars.org.uk!

August 2004
23–27 2004 IEEE International Ultrasonics, Ferroelectrics,

and Frequency Control 50th Anniversary Confer-
ence, Montréal, Canada.~Fax: 11 978 927 4099; Web:
www.ieee-uffc.org/index2-asp!

22–25 Inter-noise 2004, Prague, Czech Republic.~Web:
www.internoise2004.cz!

September 2004
13–17 4th Iberoamerican Congress on Acoustics, 4th Ibe-

rian Congress on Acoustics, 35th Spanish Congress
on Acoustics, Guimarães, Portugal.~Fax:1351 21 844
3028; Web: www.spacustica.pt/novidades.htm!

November 2004
4–5 *Autumn Meeting of the Swiss Acoustical Society,

Rapperswil, Switzerland.~SGA-SSA, c/o Akustik,
Suva, P.O. Box 4358, 6002 Luzern, Switzerland; Fax:
141 419 62 13; Web: www.sga-ssa.ch!

August 2005
7–10 Inter-Noise, Rio de Janeiro, Brazil.~Details to be an-

nouced later!
28–2 Forum Acusticum Budapest 2005, Budapest, Hun-

gary. ~Details to be announced later!

Preliminary Announcement 2008

June/July Joint Meeting of European Acoustical Association
„EAA …, Acoustical Society of America „ASA…, and
Acoustical Society of France„SFA…, Paris, France.
~Details to be announced later!
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
MARK KAHRS, Department of Electrical Engineering, University of Pittsburgh, Pittsburgh, Pennsylvania 15261
DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prairie, Minnesota 55344
DANIEL R. RAICHEL, 2727 Moore Lane, Fort Collins, Colorado 80526
CARL J. ROSENBERG, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
KEVIN P. SHEPHERD, Mail Stop 463, NASA Langley Research Center, Hampton, Virginia 23681
WILLIAM THOMPSON, JR., Pennsylvania State University, University Park, Pennsylvania 16802
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, Department of Electrical and Computer Engineering, Univ. of Rochester, Rochester, New York 14627

6,471,111

43.10.Pr METHOD AND APPARATUS FOR
ACOUSTIC PRESSURE ASSISTED WAVE
SOLDERING

Allen D. Hertz, Boca Raton, Florida et al.
29 October 2002„Class 228Õ111.5…; filed 20 January 1999

In circuit board assembly, component connectors are inserted into a
printed circuit board, soldering flux is added, and the assembly is heated to
activate the flux. The underside of the board~with the protruding connec-
tors! is then subjected to a bath of molten solder, which fuses to the exposed
metal surfaces. In an arrangement according to the present patent, an air-
borne acoustic pressure wave is applied to the solder bath and to the circuit
board, with the intent of improving the penetration of solder into small
openings and removing excess solder from areas where it is not wanted.—
EEU

6,487,915

43.20.Ye METHOD FOR CHARACTERIZING
RESIDUAL STRESS IN METALS

Loren A. Jacobsonet al., assignors to the United States of America
as represented by the Secretary of the Navy

3 December 2002„Class 73Õ801…; filed 28 September 2001

This method consists of drilling a least one hole to a preselected depth
in a metal workpiece and mounting one or more acoustical sensors on the
metal workpiece. The sensors are connected to an electronic detecting/
recording device and a liquid metal~e.g., mercury! capable of penetrating
the metal workpiece is placed at the bottom of the hole~s!. A recording is
made over a period of time, usually within about 2 h, of the magnitude and
number of noise events which occur as the liquid metal penetrates the work-
piece structure. The magnitude and number of noise events may then be
correlated to the internal stresses in the region of the hole bottoms in the
workpiece. The method cannot be considered to be completely
nondestructive.—DRR

6,490,226

43.28.Tc ULTRASONIC SONAR AND METHOD
USING TRANSMISSION FREQUENCY DIFFERENT
FROM REVERBERATION FREQUENCY

Nobuyuki Iwasaki et al., assignors to Nippon Soken, Incorporated
3 December 2002„Class 367Õ97…; filed in Japan 4 February 2000

In an obstacle avoidance sonar, such as those mounted in automobile
bumpers, the source transducer is excited at a frequency different from the
resonance frequency of that transducer. Hence any echo signal can, by
simple digital signal processing techniques, be separated from the ring-down
or reverberation signal generated by the source transducer.—WT

6,498,767

43.30.Wi CRUISE MISSILE DEPLOYED SONAR
BUOY

Paul J. Carreiro, assignor to the United States of America as
represented by the Secretary of the Navy

24 December 2002„Class 367Õ4…; filed 11 April 2001

It is proposed to mount, and subsequently deploy, a number of sonar
buoys from a cruise missile.—WT

6,481,268

43.35.Bf PARTICLE MEASUREMENT BY ACOUSTIC
SPECKLE

Malcolm J. W. Povey et al., assignors to Baker Hughes,
Incorporated

19 November 2002„Class 73Õ61.75…; filed 12 October 1999

Small particles in a static fluid move randomly with Brownian motion.
The particles scatter some of the acoustic energy that impinges on them
from a single-frequency ultrasound source of a certain wavelength. Some of
the particles assemble stochastically in a common plane for a brief period,
resulting in a coherent ‘‘speckle’’ signal at a sensing transducer. Using the
technique described in this patent, the size, concentration, and size distribu-
tion of particles in a fluid are determined from acoustic speckle signals. The
apparatus consists of a focused ultrasonic transducer, a sensor, and a
computer.—EEU
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6,491,685

43.35.Sx LASER AND ACOUSTIC LENS FOR
LITHOTRIPSY

Steven R. Visuri et al., assignors to The Regents of the University
of California

10 December 2002„Class 606Õ2.5…; filed 1 March 2000

In endoscopic lithotripsy a small tube is inserted into a patient’s body
in order to break up gallstones or kidney stones. In the device described in
this patent the tip of an optical fiber is placed in contact with one of these
stones and light from a laser is fed into the other end of the fiber. The tip of
the optical fiber encapsulates a layer of exogenous absorbing dye, which
produces a stress wave via thermoelastic expansion when it is subjected to
an intense light pulse of short duration. The end of the tip is configured into
an acoustic lens that focuses the stress wave.—EEU

6,482,649

43.35.Yb ACOUSTIC CONSUMPTION MONITOR

Carl A. Gogol, Jr. et al., assignors to Leybold, Inficon,
Incorporated

19 November 2002„Class 436Õ34…; filed 23 September 1999

As with most industrial process patents the invention is described
clearly and in considerable detail. To accurately monitor chemical vapor
depositionin situ, acoustic cells are used to determine gas compositions at
the inlet and outlet sides of the reactor. Each cell contains a driving trans-
ducer and a receiving microphone. These transducers are coupled to external
circuitry that can identify a resonant frequency resulting from the specific
gases and their composition ratios. From this information, the composition
of the binary gas mixture can be calculated.—GLA

6,494,222

43.35.Yb ULTRASONIC CLEANING APPARATUS
FOR AN ENDOSCOPE

Naotake Mitsumori and Joji Watanabe, assignors to Fuji Photo
Optical Company, Limited

17 December 2002„Class 134Õ184…; filed in Japan 28 October 1999

This ultrasonic cleaning apparatus is a fairly conventional device
adapted and sized to cleansing of endoscopes.—DRR

6,487,324

43.35.Zc STEPPED ACOUSTIC IMPEDANCE-
MATCHING TRANSFORMER FOR VERY NARROW
CHANNEL ACOUSTIC TRAVELING WAVE
LENS WAVEGUIDE

Robert M. Montgomery et al., assignors to Harris Corporation
26 November 2002„Class 385Õ7…; filed 29 June 2001

In an acoustic traveling-wave lens device a laser’s beam is focused
onto an acousto-optic beam deflector to which a rf input signal is applied.
The resulting modulated beam is focused onto a traveling-wave cell and
from there transmitted to an image-collecting medium, such as photographic
film. Traveling waves are induced in the aforementioned cell by means of a
transducer mounted at its end. This transducer is coupled to the cell via an
impedance-matching transformer consisting of a metal block, whose cross-
sectional area is tapered in accordance with the difference between the
acoustic impedance of the block and that of the elements to which it is
connected.—EEU

6,483,924

43.38.Ar ACOUSTIC ELEMENTS AND METHOD
FOR SOUND PROCESSING

Kari Kirjavainen, assignor to Panphonics Oy
19 November 2002„Class 381Õ191…; filed in Finland 26 February

1996

One reason that electret condenser microphones can be produced
cheaply is that the prepolarized diaphragm is allowed to rest directly on the
backplate~stator!. Because the surface of the backplate is irregular a multi-
plicity of back cavities is formed, each covered by its own mini diaphragm.
The same configuration could be used as a sound generator having limited
dynamic range and restricted frequency response. But suppose the backplate
were porous. And suppose the diaphragm were sandwiched between front
and rear backplates. Such an ‘‘acoustic element’’ could serve equally well as
a sensor or actuator. A stack of actuators and sensors might be designed as
the key element of an active noise control system. The patent suggests
additional applications but the basic invention is described in little more
detail than the preceding sentences.—GLA

6,485,205

43.38.Fx MEDIA WEIGHT SENSOR USING AN
ACOUSTIC RESONATOR

Phillip R. Luque, assignor to Hewlett-Packard Company
26 November 2002„Class 400Õ56…; filed 19 December 2000

The purpose of this device is to sense the weight~or density! of paper
in a printer. The sensor includes a transducer consisting of a metal disk and
a piezoelectric element shaped to form a Helmholtz resonator cavity. It is
mounted in a printer in such a manner that paper~i.e., the media! moves
across the top of the Helmholtz resonator where an opening is located. Paper
weight is discerned by measuring the change in the resonant frequency of
the piezoelectric element with and without the media. Heavier weight results
in a lower resonator frequency. Since a difference measurement is entailed,
the assertion is made that the device will be insensitive to factors such as
wear and temperature.—DRR

6,498,769

43.38.Fx METHOD AND APPARATUS FOR A NON-
OIL-FILLED TOWED ARRAY WITH A NOVEL
HYDROPHONE DESIGN AND UNIFORM BUOYANCY
TECHNIQUE

Richard Pearce, assignor to InputÕOutput, Incorporated
24 December 2002„Class 367Õ188…; filed 4 August 2000

One element of a towed line array is illustrated. A diaphragm sleeve
with eight slightly concave faces11 separated by eight longitudinal ridges
10 is slipped over a similar shaped back plane structure12 sized so that
there is interference fit between the ridges10 and13 of the two parts. Air
voids are created between the two sets of faces of different concavity. A
sheet of PVDF with gaps in its electrode pattern corresponding to the posi-
tions of ridges10 is wrapped around and bonded to the diaphragm sleeve
creating a circumferential set of eight bender transducers. The electrical
cable passes through the central portion of back plane structure12 and
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connection to the numerous bender elements is accomplished. A number of
these hydrophone elements are mechanically connected together with suit-
able spacer elements to form a portion of the line array. A sleeve of suitable
acoustic window material is slipped over the PVDF film and any air voids
on the front face of the PVDF are filled with suitable potting material. These
spacers between hydrophone elements can have their buoyancy adjusted by
a reaction molding process involving a polyurethane material and hollow
microspheres to accomplish uniform buoyancy along the length of the line
array.—WT

6,469,732

43.38.Hz ACOUSTIC SOURCE LOCATION USING A
MICROPHONE ARRAY

Pi Sheng Changet al., assignors to VTEL Corporation
22 October 2002„Class 348Õ14.08…; filed 6 November 1998

Small, inexpensive, video teleconference systems have become as in-
dispensable as office copiers. They allow several work groups at different
locations to conveniently meet face to face as often as needed. When a
group consists of more than two people then the TV camera should auto-
matically focus on the person speaking. Since audio pickup may involve
only one or two microphones, a separate talker identification system must be
used. This patent describes such a system intended to overcome deficiencies
in prior art. ‘‘The present invention provides accurate location of a speaking
participant of a video conference using as few as four microphones in a
3-dimensional configuration.’’ Those involved in this field will find the
patent informative.—GLA

6,473,514

43.38.Hz HIGH DIRECTIVITY MICROPHONE ARRAY

Martin Reed Bodley et al., assignors to GN Netcom, Incorporated
29 October 2002„Class 381Õ355…; filed 5 January 2000

A portable, foldable microphone line array is intended for use with
computers or cellular phones. Like certain commercial loudspeaker systems,
a visual indicator is included which can only be seen when the user is in the
zone of optimum voice pickup.—GLA

6,467,103

43.38.Ja SOUND TRANSMISSION SYSTEM AND
ILLUMINATION SYSTEM FOR A TUB, SPA,
POOL, BATH OR SHOWER

W. John Gardenier and Anthony Brennan, assignors to Saratoga
Spa & Bath Company, Incorporated

22 October 2002„Class 4Õ541.1…; filed 12 April 2001

This deluxe spa is said to be easy to fabricate and ship. It includes
built-in waterproof loudspeakers20. Alternatively, loudspeakers and cou-

pling chambers can be located in cavities below the contoured floor. In the
latter case, waveguides conduct sound energy to appropriate locations.—
GLA

6,470,088

43.38.Ja VENTED LOUDSPEAKER ENCLOSURE
WITH LIMITED DRIVER RADIATION

Wayne M. Schott, assignor to Koninklijke Philips Electronics, N.V.
22 October 2002„Class 381Õ347…; filed 27 December 2000

What is shown in the illustration and described in the patent claims is
straightforward: loudspeaker18 is mounted in a conventional vented box10
to which is added ‘‘highly restrictive acoustic foam’’20. Unfortunately, the
method of operation described in the patent is based on a combination of

wishful thinking and faulty analog circuit analysis. The absorptive foam is
assumed to attenuate front radiation all the way down to 10 Hz or so with no
effect on cone movement. In the real world a large stuffed pipe at least 15
feet long would be required to approach this goal.—GLA
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6,478,108

43.38.Ja SPEAKER BOX

Klaus Linhard and Gerhard Schaller, assignors to
DaimlerChrysler AG

12 November 2002„Class 181Õ141…; filed in Germany 16 August
1999

Small, directional, low-frequency loudspeaker systems are currently in
vogue. Such a system is most easily designed as a first-order gradient acous-
tic source using two loudspeakers. However, single-loudspeaker designs are
equally feasible and commercial examples go back at least 30 years. This

patent describes a two-chamber variant. Sound from the front chamber
emerges through one or more openings10b. The rear chamber is similar
except that openings10aare damped to provide the phase shift required for
a given directional pattern. This geometry lends itself to inclusion in auto-
mobile head rests.—GLA

6,478,109

43.38.Ja LAMINATED COMPOSITE PANEL-FORM
LOUDSPEAKER

Tai-Yan Kam, Hsin Chu, Taiwan, Province of China
12 November 2002„Class 181Õ177…; filed 5 July 2000

A bending-wave, panel-form loudspeaker is described that utilizes a
sophisticated, laminated diaphragm incorporating peripheral stiffening and
damping. The patent is clearly written and informative.—GLA

6,480,614

43.38.Ja PLANAR ACOUSTIC TRANSDUCER

Sakuzo Denda and Toshiiku Miyazaki, assignors to FPS,
Incorporated

12 November 2002„Class 381Õ423…; filed in Japan 9 July 1997

One form of electrodynamic planar loudspeaker employs a lightweight
diaphgram suspended in close proximity to an array of bar magnets. A flat
conductive coil bonded to the diaphragm takes the form of an elongated

spiral or series of spirals. The patent argues that a gridlike array of magnets
and coils can make more efficient use of available magnetic flux.—GLA

6,469,974

43.38.Md RECORD PLAYER

Hisao Kaneko, assignor to Vestax Corporation
22 October 2002„Class 369Õ127…; filed in Japan 14 January 1999

In the dark ages before television or tape recorders, radio programs
were recorded on 33

1
3 rpm disks for delayed playback. Playback turnables

were fitted with felt surfaces to facilitate reverse rotation cueing and subse-

quent slip-starting. Western Electric tone arms were long and straight to
minimize skating forces. Vestax Corporation has rediscovered this technol-
ogy and somehow managed to patent it.—GLA

6,473,375

43.38.Md METHOD FOR RECORDING DATA ON A
RECORDING MEDIUM AND FOR DELETING
A SILENT PORTION OF THE RECORDED DATA

Junichi Aramaki, Shinagawa-ku, Tokyo, Japan
29 October 2002„Class 369Õ47.13…; filed in Japan 8 October 1993

One way to compress speech or audio data is the detection of silent
periods. The patent proposes using the separate control block in a CD to
signal the presence of silence. Silence is defined as a signal being less than
80 dB for 20 s.—MK

6,490,241

43.38.Ne SOUND CARRIER FOR A SOUND
ILLUSTRATED BOOK

Viturin Doering, Moosburg, Germany
3 December 2002„Class 369Õ282…; filed in Germany 20 August

1999

Inverting the design of a record player of ancient yore, the inventor
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advocates a fixed spiral track and a movable pickup for application in illus-
trated books. The player/readout is not discussed or illustrated.—MK

6,473,625

43.38.Si EARPIECE ACOUSTICS

David Williams and John Mercer, assignors to Nokia Mobile
Phones Limited

29 October 2002„Class 455Õ550…; filed in the United Kingdom 31
December 1997

This interesting earpiece design is intended for use in small wireless
telephones. Sound energy from loudspeaker6 drives output port4 and a side

branch Helmholtz resonator7, 8. The arrangement is said to provide several
advantages over prior art, including leak-tolerant performance and resistance
to dirt and damage.—GLA

6,470,087

43.38.Vk DEVICE FOR REPRODUCING MULTI-
CHANNEL AUDIO BY USING TWO SPEAKERS AND
METHOD THEREFOR

Jung-Kwon Heo and Young-Nam Oh, assignors to Samsung
Electronics Company, Limited

22 October 2002„Class 381Õ17…; filed in the Republic of Korea 8
October 1996

A digitized audio bitstream is decoded into the standard 5.1 surround
sound format. The five resulting channels are then run through a ‘‘directivity
preserving’’ processor, which uses head-related transfer functions to yield a
total of nine signals. These are then matrixed down to two, driving left and
right loudspeakers. The 33 patent claims are written in polished legalese,
allowing broad interpretation of basic terms.—GLA

6,477,255

43.38.Vk AUDIO SYSTEM

Minoru Yoshida et al., assignors to Pioneer Electronic
Corporation

5 November 2002„Class 381Õ86…; filed in Japan 5 August 1998

Amplifiers 14, 15 and loudspeakers10, 11 are normal components of
an automotive stereo installation. Everything else is a sophisticated sound
field control system designed to counteract low-frequency standing waves in

the passenger compartment. As shown, the system uses a signal from mi-
crophone19 to dynamically analyze and adjust sound field correction. A
simpler variant simply stores the information relating to a particular
vehicle.—GLA

6,462,308

43.40.Cw UTILIZING ALTERED VIBRATION
RESPONSES OF WORKPIECES, SUCH AS GAS
TURBINE ENGINE BLADES

David F. Lahrman and Allan H. Clauer, assignors to LSP
Technologies, Incorporated

8 October 2002„Class 219Õ121.85…; filed 23 November 1999

Laser shock peening is applied at the location of nodal lines on a gas
turbine engine blade to modify its natural vibration frequencies. Methods are
described which determine the natural frequency both before and after peen-
ing. This technique may be used to ‘‘tune’’ the structure. It may also be used
to quantify the extent of laser peening applied to the structure for the pur-
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pose of improving its fatigue life. Examples of the process applied to steel,
aluminum, and titanium are given.—KPS

6,470,903

43.40.Le ENHANCED AND REMOTE METER
READING WITH VIBRATION ACTUATED VALVE

Mark Reyman, Mount Vernon, New York
29 October 2002„Class 137Õ1…; filed 1 October 1999

This system for shutting off gas flows in pipes in the event of a rupture
due to an earthquake consists in essence of a flow control device, a vibration
sensor, a gas flow meter, and a microprocessor. The microprocessor prompts
the control device to shut off the gas flow if~1! the vibration sensor detects
a vibration that exceeds a predetermined threshold value and~2! the flow
meter detects an increase in the gas flow rate.—EEU

6,457,553

43.50.Gf LOW COST MUFFLER

Gary D. Goplen and Kory J. Schuhmacher, assignors to Nelson
Industries, Incorporated

1 October 2002„Class 181Õ272…; filed 4 August 2000

A clever, low-cost muffler design consists of three components joined
at their periphery. The two shells and internal baffle form three chambers

and multiple sound-attenuating tubed passages.—KPS

6,457,555

43.50.Gf SOUND MUFFLING MATERIAL AND
METHOD OF MAKING THEREOF

Stephen James Saughnessy, assignor to Acousta-Fil Limited
1 October 2002„Class 181Õ294…; filed 10 July 2000

A sound-absorbing material for use in an exhaust muffler consists of
fibers retained in a compressed form by a material having a low softening
temperature. After installation in the muffler, hot exhaust gases soften the
sacrificial material, thus allowing the compressed fibers to expand and fill
the cavity.—KPS

6,467,571

43.50.Gf SOUND ABSORBING MATERIAL,
MUFFLER USING THE SOUND ABSORBING
MATERIAL, AND METHOD FOR FORMING SOUND
ABSORBING LAYER THEREOF

Yukihiro Nakagawa, assignor to Nakagawa Sangyo Company,
Limited; Toyota Jidosha Kabushiki Kaisha

22 October 2002„Class 181Õ252…; filed 11 December 2000

It is proposed that basalt fibers be used in place of fiberglass in exhaust
mufflers. This material is said to have superior resistance to both acids and
alkalines present in exhaust gas flows. Methods for manufacturing the fibers
and installing them in a muffler are given.—KPS

6,467,572

43.50.Gf MUFFLER

Jefferson Liu, Shuiching, Peitun, Taichung, Taiwan, Province of
China

22 October 2002„Class 181Õ272…; filed 15 August 2000

A muffler consists of perforated baffles and a series of throats121,
122, 123. The exhaust gases first pass through the largest of these121 and

then to the smaller ones122, 123. Backpressure generated by this arrange-
ment is designed to minimize the power loss due to the early opening of the
engine exhaust valve in the expansion stroke.—KPS

6,488,472

43.50.Gf AXIAL FAN, CENTRIFUGAL FAN, AND
ELECTRONIC EQUIPMENT EMPLOYING ONE OF
THESE FANS

Atsushi Miyazawa, assignor to Seiko Epson Corporation
3 December 2002„Class 416Õ144…; filed in Japan 28 January 2000

An attempt is made here to minimize noise in centrifugal and axial
fans, which are generally used for cooling electronic equipment. The tech-
nique proposed is to reconfigure the blades such that they differ in cross-
sectional areas, pitch, and angles of attack.—DRR
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6,492,816

43.50.Gf ACOUSTIC LINER FOR MRI GRADIENT
COILS

Peter John Feenan, Oxfordshire, the United Kingdom
10 December 2002„Class 324Õ318…; filed in the United Kingdom 7

October 1999

This is an acoustic liner for use with a magnetic field gradient coil in
a magnetic resonance imaging system. The liner consists of a compressible
acoustic sheet adapted to be fitted to the gradient coil in such a manner that
the inner surface of the sheet is movable relative to the gradient coil and
relative to an acoustically and electrically conducting path~preferably in the
form of a flexible thin coating!. The setup is arranged so that current pulses
can be synchronously applied to the gradient coil and to the acoustically
conducting path, thus generating a Lorentz force on the acoustically con-
ducting path and also on the gradient coils. This will cause the acoustically
conducting path to move and compress~or expand! the compressible acous-
tic sheet. If the current pulse’s phase and amplitude are chosen to cause the
inner skin to move an equal and opposite amount to the original gradient
inner surface, then the net movement of the surface of the sheet of the
compressible material will be zero and no sound would be generated.—DRR

6,486,678

43.50.Jh METHOD FOR NON-DESTRUCTIVE
ANALYSIS OF ELECTRICAL POWER SYSTEM
EQUIPMENT

Paul Spears, assignor to Paul Spears
26 November 2002„Class 324Õ555…; filed 28 November 2000

This method of monitoring electrical power systems does not seem to
be a particularly novel one. It would work by detecting and evaluating
acoustical output of individual components of the system for aberrations in
these acoustical signals that would indicate mechanical malfunction or sub-
standard performance.—DRR

6,493,689

43.50.Ki NEURAL NET CONTROLLER FOR NOISE
AND VIBRATION REDUCTION

Antonios N. Kotoulas et al., assignors to General Dynamics
Advanced Technology Systems, Incorporated

10 December 2002„Class 706Õ23…; filed 29 December 2000

This is a form of active noise/vibration control involving two neural
networks, one to model the complex, nonlinear output of multicomponent
plant machinery and the other to act upon the modeling and provide control
to modify and affect the vibration and noise characteristics of the plant.—
DRR

6,471,157

43.50.Nm DEVICE AND METHOD FOR REDUCING
AIRCRAFT NOISE

Craig L. Streett and John C. Lin, assignors to the United States of
America as represented by the Administrator of the National
Aeronautics and Space Administration

29 October 2002„Class 244Õ1 N…; filed 22 March 2000

Noise generated by airflow over an airfoil such as the flap on an
aircraft wing may be caused by vortices rolling up and over the edge of the
airfoil. It is proposed that devices placed along the edge~chordwise! will

serve to thicken the shear layer, resulting in a reduction of the radiated noise.
Extensive details are given concerning methods to achieve the thickening of
the shear layer, including shapes and dimensions of candidate tabs and
cavities.—KPS

6,487,822

43.55.Ev CEILING ELEMENT FOR A COMPOSITE
CEILING

Jörg Haack, Wesseling and Andreas Gradinger, Ku¨rten, both of
Germany

3 December 2002„Class 52Õ144…; filed in Germany 12 June 1998

This patent relates to the way a sound insulation layer such as an
open-pore foam would be attached with adhesive to the webs of an open
metal ceiling, thus keeping the apertures of the metal ceiling free of
adhesive.—CJR

6,494,008

43.55.Ev DUAL SECTION SOUND WALL PANEL
AND METHOD OF MANUFACTURE

Alec C. Bloem and William J. Neely, assignors to L. B. Foster
Company

17 December 2002„Class 52Õ405.1…; filed 8 August 2001

This sound wall for use as a highway noise barrier is comprised of two
half walls that are then raised and joined together. In this manner, the wall
can be poured on a flat surface, the outer surface can be carefully controlled
so it looks pretty, and the two halves become as one when raised and bolted
or attached together. This also means that if one side of the wall is damaged,
just that side can be replaced without having to replace the entire wall.—
CJR

6,483,926

43.55.Ti FLOOR IMPACT NOISE SUPPRESSOR IN
A MULTI-STORIED BUILDING

Yasuhiro Yamashita and Hiroaki Hiraguri, assignors to Taisei
Electronic Industries Company, Limited; Yasihiro Yamashita

19 November 2002„Class 381Õ762…; filed in Japan 3 August 1995

The patent is for an active noise cancellation system to reduce floor
impact noise generated from an upper story to a lower story, as in a multi-
story residential building. The device uses a reference sensor, signal pro-
cessing, and loudspeaker in the floor cavity.—CJR

6,488,558

43.58.Wc VEHICLE NOISEMAKER

Tommy E. Scrivner, Omaha, Nebraska
3 December 2002„Class 446Õ267…; filed 6 November 2001

Will the inventive mind never cease? What could be more useful than
a flatulent vehicle? Use a gas storage bladder together with a membrane in
addition to a display board~flatulence isn’t sufficient to convey your opin-
ion! and you too can tell the driver following you new expressions of grati-
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tude. Curiously, the inventor did not propose using the car exhaust as source
of the gas.—MK

6,496,115

43.60.Bf SYSTEM AND METHOD FOR ANALYZING
BABY CRIES

Kaoru Arakawa, assignor to Meiji University Legal Person
17 December 2002„Class 340Õ573.1…; filed in Japan 22 March 2001

Parents learn to be good judges of baby cries. In this invention, parents
are replaced with the FFT and heuristics. The system identifies hungry,
painful, and sleepy cries. The heuristics depend on periodicity~via the cep-
strum! and spectrum evolution over time. If it works, nurses and babysitters
will rejoice.—MK

6,476,308

43.60.Lq METHOD AND APPARATUS FOR
CLASSIFYING A MUSICAL PIECE CONTAINING
PLURAL NOTES

Tong Zhang, assignor to Hewlett-Packard Company
5 November 2002„Class 84Õ616…; filed 17 August 2001

To classify a musical piece, the following steps are proposed:~1! de-
tect note onsets via rectification and filtering,~2! detect harmonic partials,
~3! compute spectral features like brightness,~4! normalize to even the
spectrum,~5! classify notes using a neural network, and, finally,~6! classify
the piece of music.—MK

6,490,359

43.60.Lq METHOD AND APPARATUS FOR USING
VISUAL IMAGES TO MIX SOUND

David A. Gibson, Palo Alto, California
3 December 2002„Class 381Õ119…; filed 17 June 1998

This apparatus is a system for mixing audio signals, whereby the audio
signals are transformed into visual images and the visual images are dis-
played on a video monitor as part of a three-dimensional volume of space.
The characteristics of the visual images, e.g., shape, size, spatial locations,

color, density, and texture, are correlated to selected audio characteristics,
viz. frequency, amplitude, and time, such that manipulation of the visual
characteristics causes a correlated response in the audio characteristics and
vice versa.—DRR

6,493,426

43.60.Lq RELAY FOR PERSONAL INTERPRETER

Robert M. Engelke et al., assignors to Ultratec, Incorporated
10 December 2002„Class 379Õ52…; filed 14 February 2001

This relay system, intended to facilitate the translation of information
and communication between deaf and hearing persons, includes a call assis-
tant who revoices the words of the hearing person. The words spoken by the
call assistant are recognized by a speech recognition computer program
which has been trained to the voice pattern of the call assistant, such that the
words are promptly translated into text and formatted into high-speed com-
munication protocol. That high-speed communication message is then trans-

mitted electronically promptly by telephone into a visual display accessible
to deaf persons. To this reviewer, this system, if it works properly, could
readily replace the current TTY mode of communication in which the sender
does manual typing and, moreover, could be adapted to translate from one
language into another. It is also apparent that the techniques of word recog-
nition to be converted into text that are used to supplement certain word-
processing computer programs are being applied here.—DRR

6,493,687

43.60.Lq APPARATUS AND METHOD FOR
DETECTING GLASS BREAK

Ji Wu and William S. DiPoala, assignors to Detection Systems,
Incorporated

10 December 2002„Class 706Õ15…; filed 18 December 1999

In a building with many windows, it is infeasible to place piezoelectric
transducers on each window as an intruder alarm. So, the inventors describe
a fairly simple neural-network-based classifier that identifies the sound of
broken glass.—MK

6,470,214

43.66.Ts METHOD AND DEVICE FOR
IMPLEMENTING THE RADIO FREQUENCY
HEARING EFFECT

James P. O’Loughlin and Diana L. Loree, assignors to the United
States of America as represented by the Secretary of the Air
Force

22 October 2002„Class 607Õ56…; filed 13 December 1996

Suppressed carrier amplitude modulation is used to encode speech for
use in a ‘‘radio frequency hearing system.’’ Preprocessing before modulating
includes low-pass filtering, adding a bias level, and taking a root of the
predistorted waveform. The demodulated output is said to be intelligible via
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a ‘‘rf hearing effect’’ if either single sideband suppressed carrier or double
sideband suppressed carrier AM encoding is employed. The rf hearing
model is based on demodulating the rf signal via thermal energy absorbed
by the listener’s head, resulting mechanical movement, and hence an acous-
tic signal.—DAP

6,493,454

43.66.Ts HEARING AID

Teck Enn Loi and Matthew James Hall, assignors to NHAS
National Hearing Aids Systems

10 December 2002„Class 381Õ328…; filed in Australia 24 November
1997

A semi-modular hearing aid is composed of a custom ear shell over
which two plates sit. The outer periphery of the bottom plate, which has an
opening, is attached via adhesive to the outer periphery of the shell over the
opening in the shell. The outer periphery of the top plate is removably

attached via screws to the bottom plate. Electrical components, such as the
battery, microphone, volume control, and memory select switch, are
mounted on the top plate and extend into the shell through the hole in the
bottom plate. The assembly is said to facilitate easier repair because the
bottom plate is not removed from the earshell to access the components.—
DAP

6,496,587

43.66.Ts HEARING AID

Josef Mueller, assignor to Phonak AG
17 December 2002„Class 381Õ330…; filed with the World Intellec-

tual Property Organization 9 February 2000

A rotatable horn2 protects the acoustic input and output apertures of a
behind-the-ear hearing aid from contamination in daily use. The acoustic
input aperture is covered by a wedge-shaped, open-pore detachable lid3.

During servicing, the horn, which is connected to the hearing aid case, is
rotated to release a soiled lid from a recess to permit exchanging it for a
fresh lid.—DAP

6,498,455

43.66.Ts WIRELESS BATTERY CHARGING
SYSTEM FOR EXISTING HEARING AIDS USING A
DYNAMIC BATTERY AND A CHARGING
PROCESSOR UNIT

Uwe Zink and Gary Skuro, assignors to Gary Skuro
24 December 2002„Class 320Õ108…; filed 22 February 2002

A rechargeable battery system consists of an inductor formed by wind-
ing a coil of wire around the battery housing. Batteries are recharged via
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induction means in existing hearing aids without redesign and without re-
moving the batteries from the hearing aids. A combined rechargeable battery
and inductive charging circuit are housed within a standard hearing aid
battery enclosure. The charging circuitry includes a tuned resonant circuit,
consisting of a coil having about the same diameter as the battery, a surface
mount capacitor, and a regulated charging integrated circuit. In one embodi-
ment, a rotatable induction coil produces optimal recharging current for the
battery.—DAP

6,498,858

43.66.Ts FEEDBACK CANCELLATION
IMPROVEMENTS

James Mitchell Kates, assignor to GN ReSound AÕS
24 December 2002„Class 381Õ318…; filed 21 December 2000

Adaptive cancellation of acoustic feedback in hearing aid fittings is
achieved with two cascaded adaptive filters and a short bulk delay. Using a
white noise probe signal when the hearing aid is initially turned on in the ear
of wearer, the first filter adapts quickly to model the steady-state portions of
the acoustic feedback path. In daily use of the hearing aid, the coefficients of
the first filter remain frozen and the second filter adapts to the acoustic
feedback model rapidly if the hearing aid becomes oscillatory. The second
filter also adapts more slowly without a probe signal to changes in the
feedback path caused, for example, by chewing, sneezing, or using a tele-
phone handset.—DAP

6,496,585

43.66.Yw ADAPTIVE APPARATUS AND METHOD
FOR TESTING AUDITORY SENSITIVITY

Robert H. Margolis, Arden Hills, Minnesota
17 December 2002„Class 381Õ60…; filed 27 January 2000

An adaptive method is described for developing automatically a diag-
nostic audiogram in which test ear and test frequencies are selected auto-
matically. Advantages over routine manual clinical methodology are said to
include greater accuracy, reporting test–retest reliability, and standardizing
the number of test stimuli as well as the rules for the use of contralateral
masking noise. The examiner is alerted for hearing thresholds that may be
inaccurate due to inappropriate masking or subject inconsistency.—DAP

6,487,535

43.72.Gy MULTI-CHANNEL AUDIO ENCODER

Stephen Malcolm Smyth et al., assignors to Digital Theater
Systems, Incorporated

26 November 2002„Class 704Õ500…; filed 4 November 1998

A multi-channel audio coder is described that is said to have better
than CD quality at high bit rates, improved quality at low bit rates, reduced
playback latency, simplified error detection, and future expandability to
higher sampling rates. High-frequency encoding is performed independently
of the baseband signal. Each audio channel is windowed into a sequence of

frames and each baseband signal is divided into a number of subbands. An
ADPCM coder encodes lower frequency subbands. Each subband includes
at least one subframe, each of which is analyzed to estimate the predicted
gain of the ADPCM coder. The amount of RAM required at the decoder to
buffer incoming data is said to be relatively low.—DAP

6,489,546

43.75.Kk MUSICAL INSTRUMENT AND METHOD
OF MAKING SAME

Raymond Enhoffer et al., assignors to Latin Percussion,
Incorporated

3 December 2002„Class 84Õ406…; filed 17 January 2001

The existing cowbell percussion instrument has two halves welded
together. The inventors claim that not only do the welds break under re-
peated usage, but the welds are deleterious to the sound quality. So, form a
single fan-shaped piece of metal, fold five times, and you have a single
seam. The results are said to last longer and~of course! sound better.—MK

6,495,748

43.75.Tv SYSTEM FOR ELECTRONICALLY
EMULATING MUSICAL INSTRUMENT

Chung-Tsan Wang et al., assignors to Behavior Tech Computer
Corporation

17 December 2002„Class 84Õ658…; filed 10 July 2001

This vacuous patent describes how a synthetic/plastic instrument~such
as a guitar with resistive sensors! could be made to sound like an acoustic
model. No details are given and the extensive prior art is not studied, con-
templated, or referenced.—MK

6,486,387

43.75.Wx FINGERING INFORMATION ANALYZER,
ELECTRONIC MUSICAL INSTRUMENT
INCLUDING FINGERING INFORMATION ANALYSIS
AND METHOD THEREFORE

Hiroshi Munekawa et al., assignors to Yamaha Corporation
26 November 2002„Class 84Õ477 R…; filed in Japan 23 March 1994

Allocation of a fixed resource is always problematic. In this case, the
resource is fingers. The algorithm presented allocates fingers~and hands! in
a piano score. The algorithm presented isad hocand probably works up to
a point.—MK
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6,485,434

43.80.Qf APPARATUS FOR ACOUSTIC
PERCUSSION OF A BODY

Doron Kahana et al., all of Chicago, Illinois
26 November 2002„Class 600Õ552…; filed 3 July 2000

The device appears to be a modern way of ‘‘thumping’’ a patient in
order to assess the state of internal organs and structures, air fluid levels, and
air–fluid–solid transitions. To execute the acoustic percussion of a human or
animal body, the apparatus includes an oscillator circuit for generating elec-

trical signals for exciting a loudspeaker and producing sound waves. A
waveform shaping circuit modifies the electrical signals. These are amplified
to the desired level and fed to the loudspeaker. Two potentiometers provide
control of the waveform and the loudspeaker volume.—DRR

6,486,588

43.80.Qf ACOUSTIC BIOSENSOR FOR
MONITORING PHYSIOLOGICAL CONDITIONS IN A
BODY IMPLANTATION SITE

Eyal Doron and Avi Penner, assignors to Remon Medical
Technologies Limited

26 November 2002„Class 310Õ322…; filed 1 June 2001

This acoustic biosensor is intended for implantation at a site within the
body, such as an abdominal aortic aneurysm. The biosensor consists of a
sensor element for measuring a physiological condition at the implantation
site and for generating an information signal denoting the physiological
condition. The biosensor also includes a piezoelectric transducer element for
converting an externally generated acoustic interrogation signal into electri-
cal energy to activate the sensor and means for modulating the interrogation
signal, e.g., by the use of a switching element to alternate the mechanical
impedance of the transducer element in order to transmit the information
signal out of the body.—DRR

6,488,625

43.80.Qf MEDICAL DIAGNOSTIC ULTRASOUND
SYSTEM AND METHOD

Kevin S. Randall and Andrew J. Wood, assignors to Ecton,
Incorporated

3 December 2002„Class 600Õ437…; filed 14 September 1999

This system and its methodology are rather far from being unique, as
inventions go. The ultrasound diagnostic system is designed to be portable
to the degree that one person can tote the device along on his/her medical
rounds. A principal feature of this design is that the circuitry of the ultra-
sound system is distributed among several boards, which are interconnected
directly with one another without the use of a backplane or motherboard.—
DRR

6,488,626

43.80.Qf ULTRASONIC SENSING BY INDUCED
TISSUE MOTION

Frederic L. Lizzi and Sheikh Kaisar Alam, assignors to Riverside
Research Institute

3 December 2002„Class 600Õ437…; filed 6 April 2000

The idea of this method, a relatively recent concept~1990!, is to mea-
sure mechanical properties of tissues by inducing mechanical vibrations and
measuring ultrasonic echoes from within the tissues during the periods of
vibration. Radiation pulses from a high-energy therapeutic sound system are
used to stimulate tissue motion by radiation press.—DRR

6,489,706

43.80.Qf MEDICAL DIAGNOSTIC ULTRASOUND
TRANSDUCER AND METHOD OF
MANUFACTURE

John W. Sliwa, Jr. et al., assignors to Acuson Corporation
3 December 2002„Class 310Õ334…; filed 13 November 1998

A number of piezoelectric bodies in the form of billets, slices, or
monocrystals are combined to form a larger piezoelectric body. For ex-
ample, a 2316 cm footprint piezoelectric body can be assembled from eight
232 cm sections. It is proposed that since laterally small piezoelectric bod-
ies cost less per unit area, a large piezoelectric body may be constructed at
a lesser cost by merging a number of small panels.—DRR

6,490,470

43.80.Qf THERMOACOUSTIC TISSUE SCANNER

Robert A. Kruger, assignor to Optosonics, Incorporated
3 December 2002„Class 600Õ407…; filed 19 June 2001

In this device, imaging of biological tissue is based on photo-acoustic
techniques to detect differential absorption of electromagnetic waves in dif-
fering tissue types. The system includes an electromagnetic radiation source
for irradiating targeted tissue to stimulate a thermoacoustic response, a cou-
pling medium for acoustically coupling the response to an acoustic sensor
array, and the acoustic array itself. The array consists of sensors mounted on
a rotatable surface. The electromagnetic radiation source consists of a num-
ber of sources arranged about the tissue and producing a synchronized elec-
tromagnetic radiation in varying polarizations or phases.—DRR

6,490,474

43.80.Qf SYSTEM AND METHOD FOR ELECTRODE
LOCALIZATION USING ULTRASOUND

N. Parker Willis et al., assignors to Cardiac Pathways
Corporation

3 December 2002„Class 600Õ424…; filed 1 August 1997

This is a system and method for tracking the positions of devices
implanted within the human body. The device uses one or more ultrasound
reference catheters to establish a fixed three-dimensional coordinate system
within a patient’s heart, using the principles of triangulation. The coordinate
system can be graphically represented on a video monitor to assist a clini-
cian in guiding other medical devices, which also carry ultrasound transduc-
ers, through the body to locations where they are needed to execute clinical
procedures. One embodiment uses the system in the heart to help the phy-
sician guide mapping catheters for measuring electrical activity and ablation
catheters for ablating selected regions of cardiac tissue.—DRR
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6,491,633

43.80.Qf MEDICAL DIAGNOSTIC ULTRASOUND
SYSTEM AND METHOD FOR CONTRAST
AGENT IMAGE BEAMFORMATION

Sriram Krishnan and Lewis J. Thomas, assignors to Acuson
Corporation

10 December 2002„Class 600Õ447…; filed 10 March 2000

The patent presents a method and system for contrast agent beam
formation. The acoustic energy of transmit beams is spread laterally to
lessen its intensity, thereby reducing contrast agent destruction. As an ex

ample, a smaller aperture is provided for contrast agent imaging than for a
default imaging mode. As another example, an apodization profile with a
low amplitude for edge elements for contrast imaging is used as the basis for
comparison with edge elements for the default imaging mode.—DRR

6,491,635

43.80.Qf DIGITAL ULTRASONIC DENSITOMETER

Richard B. Mazesset al., assignors to Lunar Corporation
10 December 2002„Class 600Õ449…; filed 28 April 2000

This device constitutes an ultrasonic densitometer forin vivo measure-
ment of the humanos calcis. It includes an ultrasonic signal generator for
producing a broadband electrical pulse at ultrasonic frequencies and an ul-
trasonic transducer connected to the signal generator for producing a corre-
sponding acoustic signal transmitted along a transmission axis. A second
transducer receives the transmitted acoustic signals and relays them to an
A/D converter. This is followed by a microprocessor that initiates the pulse
transmission and numerically analyzes the digitized acoustic return signal,
distorted by the imposition of the human heel between the two transducers,
to measure the time of flight of the transmission of the ultrasonic pulse from

the emitting transducer to the receiving transducer. Increased accuracy of
measurement of the speed of sound in bonein vivo is claimed.—DRR

6,491,637

43.80.Qf OPHTHALMOLOGICAL
ULTRASONOGRAPHY SCANNING APPARATUS

Mark Leighton Foster et al., assignors to Ultralink Ophthalmics
Incorporated

10 December 2002„Class 600Õ452…; filed in Canada 6 January 2000

The human eye, particularly the cornea, presents special problems for
optimal ultrasonographic B-scan imaging. The contour of the cornea can
cause deviation in a transducer’s focal point, producing less than optimal
scanning~necessary for best resolution!. One embodiment of this apparatus
for ultrasound scanning of the eye includes a virtual center translocation
mechanism that facilitates precise arcuate motion of an ultrasonic transducer
to sustain the focal distance from the eye and to sustain normality of the
ultrasound beam with respect to the surface of the eye. A radial adjust
mechanism is also provided for altering the scanning radius to facilitate
positioning of the transducer’s focal point on selected surface areas of the
eye. Centration optics are also included in order to enable alignment of the
ultrasound transducer with the Purkinje~or another optical or geometric!
axis of the eye.—DRR

6,491,641

43.80.Qf APPARATUS AND METHODS FOR
ACOUSTIC RHINOMETRY

Steen Brabrand Rasmussen, assignor to Rhinometrics AÕS
10 December 2002„Class 600Õ529…; filed in Denmark 27 July 1998

The patent subject relates to acoustically measuring lengths and cross
sections in a patient’s right and left nose cavities that are mutually separated
by the nose separation~septum nasi!, in the cavity behind the nose separa-
tion ~epipharynyx!, and in the throat~neopharynx!. The device consists of an
electro-acoustic sound emitter25, two transmission tubes17, 18 leading
from the emitter into connecting pieces, means of attaching the tubes to one
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or both of the patient’s nostrils, a proximal microphone located next to the
emitter, and/or the microphones built into the connecting pieces, and a com-
puter for generating electrical signals into the emitter and for sampling and
analyzing the electrical signals from the microphone or microphones. Sound
signals are emitted in two directions along separate transmission tubes. At
the emitter, the two transmission tubes are located inline, providing sym-
metrical impedance and reflection conditions. The method for acoustically
measuring the aforementioned cross sections is also described.—DRR

6,494,840

43.80.Qf PORTABLE ULTRASONIC PALPATION
SYSTEM

Fuk Tat Mak and Yong Ping Zheng, assignors to The Hong Kong
Polytechnic University

17 December 2002„Class 600Õ446…; filed 31 July 2000

The system relates to the use of indentation and ultrasound techniques
to assess qualitatively the mechanical properties of soft tissues, particularly
those covering a musculoskeletal system of a body. The portable device
includes a hand-held palpation probe incorporating an ultrasonic transceiver
connected in series with a load cell. During a test, the probe is placed on the
tissue surface over a bony substratum. As the operator manually loads and
unloads the probe on the tissue surface, an embedded microprocessor mod-

ule continuously causes the ultrasound emitter to send pulses into the soft
tissue. The ultrasound echo signal reflected from the bony interface is re-
ceived and its flight time is used to compute the original thickness and the
deformation of the soft tissue. The load cell, its driver and amplifier module,
and the data collection modules continuously record the corresponding load
applied to the tissue. The program then computes the Young’s modulus of
the soft tissue on the basis of the load-indentation response and a preset
number of loading and unloading cycles.—DRR

6,494,841

43.80.Qf MEDICAL DIAGNOSTIC ULTRASOUND
SYSTEM USING CONTRAST PULSE
SEQUENCE IMAGING

Lewis Jones Thomaset al., assignors to Acuson Corporation
17 December 2002„Class 600Õ447…; filed 29 February 2000

This method of ultrasound medical diagnosis entails firing a sequence
of pulses into a body and then receiving, beamforming, weighting, and
summing the echo signals to suppress first-order echoes. The pulse sequence
includes at least two pulses that differ in amplitude and phase. In one form,
no two pulses of the sequence have the same amplitude with opposite phase.
In the other form, only linear echoes are suppressed. The third form pre-

serves the second- and third-order echoes, while suppressing the linear ech-
oes. The method is claimed to increase specificity in contrast agents.—DRR

6,494,843

43.80.Qf TRANSESOPHAGEAL ULTRASOUND
PROBE WITH EXPANDABLE SCANHEAD

Stephen Dodge Edwardsen and Jon Ronander, assignors to GE
Medical Systems Global Technology Company, LLC

17 December 2002„Class 600Õ463…; filed 19 December 2000

The subject transesophageal probe includes an expandable scanhead
for improving the positioning of an imaging element mounted on the scan-
head. The scanhead is expanded~or contracted! by inflation ~or deflation! or
via a moving extensor located within the scanhead.—DRR

6,497,661

43.80.Qf PORTABLE ULTRASOUND DIAGNOSTIC
DEVICE WITH AUTOMATIC DATA
TRANSMISSION

George A. Brock-Fisher, assignor to Koninklijke Philips
Electronics N.V.

24 December 2002„Class 600Õ437…; filed 31 July 2001

This is a fairly conventional portable ultrasonic diagnostic device with
equipment for a telephonic connection to transmit diagnostic data collected
by the device.—DRR

6,497,665

43.80.Qf SYSTEM AND METHOD FOR NON-LINEAR
DETECTION OF ULTRASONIC CONTRAST
AGENTS AT A FUNDAMENTAL FREQUENCY

Thomas J. Hunt et al., assignors to Koninklijke Philips
Electronics N.V.

24 December 2002„Class 600Õ458…; filed 14 July 2000

This is a system for real-time imaging of tissue perfused with a con-
trast agent. According to the patent document, an image with increased
sensitivity to nonlinear responses can be achieved by detecting the ultra-
sound response at the fundamental frequency from tissue perfused with a

contrast agent and excited by multiple excitation levels. The responses de-
tected from the multiple levels can be gain-corrected in an amount corre-
sponding to the difference in multiple excitation levels, and then mathemati-
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cally combined. This mathematical manipulation removes linear responses
to the fundamental from the detected mode.—DRR

6,475,152

43.80.Sh BIOPSY NEEDLE GUIDE FOR
ATTACHMENT TO AN ULTRASOUND TRANSDUCER

Walter Patrick Kelly, Jr. et al., assignors to Koninklijke Philips
Electronics N.V.

5 November 2002„Class 600Õ461…; filed 13 March 2000

This biopsy needle guide consists of two sections, an inner and an
outer attachment block. The former contains a coupler to the ultrasound
transducer and an engagement structure, while the latter unit contains a
biopsy needle and another engagement structure. These two engagement
structures mate and detach when desired, even when the inner attachment
block is covered by a sterile film sheath.—DRR

6,487,447

43.80.Sh METHOD AND APPARATUS FOR IN-VIVO
TRANSDERMAL AND ÕOR INTRADERMAL
DELIVERY OF DRUGS BY SONOPORATION

Ludwig Weimann and Richard Childs, assignors to Ultra-Sonic
Technologies, L.L.C.

26 November 2002„Class 604Õ20…; filed 17 October 2000

This method and apparatus are intended to deliver drugs transdermally
or intra-transdermally by sonoporation. The apparatus includes a container
featuring an end covered with a porous membrane and containing the drug
solution and an ultrasound horn having a tip submerged in the drug solution.
The horn sends an ultrasonic signal into the drug solution. The ultrasound
radiation, which has a frequency range of 15 kHz to 1 MHz, is applied at an

DRR

intensity for a period of time and at a distance from the skin area sufficiently
strong so as to generate cavitation bubbles. The cavitation bubbles tend to
collapse and transfer their energy into the skin area, thereby causing the
formation of pores. The ultrasonic radiation intensity and distance from the
skin area have the effect of generating ultrasonic jets that drive the drug
solution through the porous membrane and the formed pores in the skin.—
DRR

6,488,628

43.80.Sh METHOD FOR ULTRASONICALLY
PROFILING THE DISTRIBUTION OF AN
ADMINISTERED MEDICATION

Robert E. Reiss, assignor to SciMed Life Systems, Incorporated
3 December 2002„Class 600Õ438…; filed 31 July 2001

The widely used procedure of angioplasty as used to treat stenosis
within a blood vessel is somewhat modified here to serve as a method for
determining the extent of infiltration of a medication into the arterial wall. A
balloon catheter infusion device containing the medication is positioned in
the artery of the patient at the treatment site. Once it is properly positioned,
the device injects the medication from inside the lumen into the artery wall.
Such injections may occur at several points, in which case the device is

advanced to the most distal point and then gradually pulled back through the
artery, while the medication is injected at several selected sites. A second
catheter, containing an intravascular ultrasound device~IVUS!, is advanced
to the point of the most distal infusion, the ultrasound is activated, and it
begins imaging the arterial wall at the start point. As the IVUS is gradually
removed from the artery, images are generated to represent the extent of
medication perfusion at each point of injection.—DRR

6,488,630

43.80.Sh ARRAYS OF QUASI-RANDOMLY
DISTRIBUTED ULTRASOUND TRANSDUCERS

Jeffrey Warren Hand and Leonid Rafailovich Gavrilov, assignors
to Imperial College Innovations Limited

3 December 2002„Class 600Õ459…; filed in the United Kingdom 19
February 1999

Optimizing an ultrasound transducer array for therapeutic procedures
~such as tissue ablation and short duration high-intensity hyperthermia! con-
stitutes a major problem in that such procedures should also be minimally
invasive. This patent argues that optimal results may be obtained when the
transducer elements are dispersed over the substrate surface in a quasi-
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random distribution. If the elements’ radiating area occupies between 40%
and 70% of the total array areaA, the operational frequencyf of the ultra-
sound elements and the average diameterd of the elements are related
according to the mathematical expressiond5(Ac)/ f , wherec is the speed
of the ultrasound signal.—DRR

6,488,639

43.80.Sh FREQUENCY ADJUSTMENT IN HIGH
INTENSITY FOCUSED ULTRASOUND TREATMENT
APPARATUS

Mathieu Ribault et al., assignors to Technomed Medical Systems,
S.A.; Institut National de La Santa et de La Recherche Medicale

3 December 2002„Class 601Õ2…; filed in France 13 May 1998

High-intensity focused ultrasound treatment involves heating tissue to
elevated temperatures, typically greater than 45 °C. A number of problems
arise in the use of this method, particularly differences in patient anatomy
which require adjustments in focal length and wave frequency. An apparatus
is proposed to provide adjustability of the focused ultrasound frequency
according to the target attenuation, the thickness of the tissues traversed, the
temperature evolution, or the lesion displacement during treatment. A num-
ber of embodiments are proposed, with hardly any details how to achieve
the frequency adjustments.—DRR

6,490,469

43.80.Sh METHOD AND APPARATUS FOR
DYNAMIC FOCUSING OF ULTRASOUND ENERGY

James V. Candy, assignor to The Regents of the University of
California

3 December 2002„Class 600Õ407…; filed 14 March 2001

The purpose of this system is to noninvasively detect, separate, and
destroy multiple masses~tumors, cysts, etc.!. The system obtains time series
measurement data to reconstruct inhomogeneous medium through the use of
time-reversal focusing. Typical time reversal focusing techniques may in-
volve focusing on the strongest scatterer and destroying it. Time reversal

focusing is described as iteratively ‘‘removing’’ from the time series mea-
surement data the aberrations created by an inhomogeneous medium illumi-
nated by the propagating waves. This technique may be used iteratively and
sequentially ‘‘focus’’ on a principal scatterer or flow dominating a pulse-
echo response.—DRR

6,491,657

43.80.Sh ULTRASOUND ENHANCEMENT OF
TRANSDERMAL TRANSPORT

Stephen Roweet al., assignors to Sontra Medical, Incorporated
10 December 2002„Class 604Õ22…; filed 21 May 2001

This is a device to channel and focus an ultrasound beam so that it is
applied to a small area of the skin to enhance drug delivery and analyte
collection. Two ultrasonic transducers with differing focal diameters are
used to generate a combined signal. The ultrasound energy is applied
through a vibrating element positioned just above, contacting, or extending
into the skin. It is said that use of the element facilitates extraction of analyte
and may enhance drug delivery.—DRR

6,494,891

43.80.Sh ULTRASONIC ANGIOPLASTY
TRANSMISSION MEMBER

Wayne E. Cornish et al., assignors to Advanced Cardiovascular
Systems, Incorporated

17 December 2002„Class 606Õ169…; filed 30 December 1999

The ultrasonic angioplasty transmission wire described in the patent
features regions of reduced cross-sectional diameter for increased flexibility
of the wire and for compensating for degradation of longitudinal displace-
ment due to acoustic losses along the wire. Constraining members are de-
ployed at the reduced cross-sectional areas to prevent transverse vibrations
at these points. The material contents of the transmission wire shaft are also
specified.—DRR

6,497,715

43.80.Sh ULTRASONIC HAND PIECE AND
ULTRASONIC HORN FOR USE WITH THE SAME

Yuichirou Satou, assignor to Miwatec Incorporated
24 December 2002„Class 606Õ169…; filed in Japan 7 November

2000

This device is an ultrasonic hand piece to be used with an ultrasonic
horn for cutting bone in a living body operation. The hand piece contains an
ultrasonic mechanism that outputs a longitudinal, a twisted, or a combined
longitudinal and twisted ultrasonic vibration. A casing accommodates the
ultrasonic mechanism and a horn is mounted on one end of the casing for
cutting a bone or other hard tissue via the vibration transmitted from the
ultrasonic mechanism. The horn consists of a main body portion and scalpel
portion. It is claimed that the configuration of the hook-shaped scalpel por-
tion and the application of the ultrasound cutting lessen the stress concen-
trations in the bone to prevent excess sting.—DRR

6,498,945

43.80.Sh SONODYNAMIC THERAPY USING AN
ULTRASOUND SENSITIZER COMPOUND

Jan Alan Alfheim et al., assignors to Amersham Health AS
24 December 2002„Class 600Õ407…; filed in the United Kingdom 19

May 1997

This type of therapy involves the use of ultrasound-susceptible modi-
fication agents, e.g., water-soluble polymers such as polyalkylene oxides
and derivatives thereof, surfactants, oil-in-water emulsions, stabilized par-
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ticles, and certain chromophonic groups such as sulfonated dyes, in treat-
ment of humans or animals by sonodynamic therapy. A sensitizer agent is
administrated to the body and the body is exposed to ultrasound to achieve
a cythopathogenic effect at a selected site. The sensitizer agent, which
should be a physiologically tolerable substance, enhances the cythopatho-
genic effect.—DRR

6,485,423

43.80.Vj CORRECTION OF PHASEFRONT
ABERRATIONS AND PULSE REVERBERATIONS IN
MEDICAL ULTRASOUND IMAGING

Bjorn A. J. Angelsen and Tonni F. Johansen, both of Trondheim,
Norway

26 November 2002„Class 600Õ458…; filed 31 January 2001

Widely spaced point scatterers are introduced in the tissue being im-
aged. The point scatterers may be contrast agent bubbles in a dilute concen-
tration. In the case of contrast agent bubbles, high-intensity transmitted
pulse amplitudes are employed to destroy bubbles so point scatterers are
dispersed. Alternately, a stochastic analysis of echo signals from dispersed
scatterers is used.—RCW

6,485,424

43.80.Vj IMAGE FORMING METHOD AND
APPARATUS, AND ULTRASONIC IMAGING
APPARATUS

Yoichi Suzuki, assignor to GE Medical Systems Global Technology
Company, LLC

26 November 2002„Class 600Õ458…; filed in Japan 22 March 2000

The variance of the Doppler shift of the signal from a moving har-
monic producing contrast agent is used to adjust the signal strength of the
image.—RCW

6,497,660

43.80.Vj ULTRASOUND IMAGING DEVICE

Richard F Dillman et al., assignors to Koninklijke Philips
Electronics N.V.

24 December 2002„Class 600Õ437…; filed 18 October 2000

This device has a bipolar signal generator, a transducer to emit an
ultrasound wave in response to the generator, and a source to bias the bipo-
lar voltage signal prior to applying it to the transducer so that the bias signal
maintains the same polarity as the poling polarity of the transducer through-
out the transmit cycle. This prevents depoling of the transducer that may
occur if the transducer is repeatedly driven with a polarity opposite to the
poling polarity.—RCW

6,488,629

43.80.Vj ULTRASOUND IMAGE ACQUISITION WITH
SYNCHRONIZED REFERENCE IMAGE

Dagfinn Sætre et al., assignors to GE Medical Systems Global
Technology Company, LLC

3 December 2002„Class 600Õ443…; filed 31 July 2001

The viewing screen of an ultrasound scanner is divided into two parts.
One part shows a reference image loop. The other part shows a live image
loop. The reference image loop is retrieved from a frame memory based on
the point in a stress test protocol. The speed of the reference image loop is
set by software that uses the current heart rate.—RCW

6,491,631

43.80.Vj HARMONIC GOLAY-CODED EXCITATION
WITH DIFFERENTIAL PULSING FOR
DIAGNOSTIC ULTRASOUND IMAGING

Richard Yung Chiao and Theodore Lauer Rhyne, assignors to
General Electric Company

10 December 2002„Class 600Õ443…; filed 11 January 2001

This excitation encodes the fundamental and second harmonic signal
using quadrature phase shift signals implemented as quarter-cycle circular
rotations or shifts of a base pulse. A different quadrature phase shift transmit
code is used for each of four transmits. The coding and decoding suppresses
the fundamental frequency and compresses the second harmonic.—RCW

6,491,632

43.80.Vj METHOD AND APPARATUS FOR
PHOTOGRAMMETRIC ORIENTATION OF
ULTRASOUND IMAGES

Geoffrey L. Taylor, Winnipeg, Manitoba, Canada
10 December 2002„Class 600Õ443…; filed 26 June 2001

A three-dimensional image is produced by using an ultrasonic trans-
ducer probe and a target plate attached to the probe. The probe is optically
imaged during a sequence of ultrasound scans with different positioning of
the scanning beam. Intersecting lines on the target plate are used to calculate
image orientation.—RCW

6,491,634

43.80.Vj SUB-BEAMFORMING APPARATUS AND
METHOD FOR A PORTABLE ULTRASOUND
IMAGING SYSTEM

Steven C Leavitt et al., assignors to Koninklijke Philips
Electronics N.V.

10 December 2002„Class 600Õ447…; filed 13 October 2000

Subbeamforming is used in a portable ultrasonic imaging system. The
circuitry may be included in the housing of the ultrasonic transducer to
minimize the number of signals going between the probe assembly and the
portable processor included in the imaging system. This also relieves the
portable processor of some signal processing tasks.—RCW
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6,494,839

43.80.Vj ULTRASONIC DIAGNOSTIC IMAGING
SYSTEM TRANSMITTER FOR SUM AND
DIFFERENCE FREQUENCY IMAGING

Michalakis Averkiou, assignor to Koninklijke Philips Electronics
N.V.

17 December 2002„Class 600Õ443…; filed 6 August 2001

This system includes a transmitter that develops waveforms for two
frequency bands of a transmit beam. The waveforms are combined and
applied to the elements of a transducer array. A library of multi-frequency
waveforms is maintained from which a desired waveform can be selected
for transmit.—RCW

6,494,842

43.80.Vj ULTRASOUND RECEIVE BEAMFORMING
APPARATUS USING MULTI STAGE DELAY
DEVICES

Moo-Ho Bae, assignor to Medison Company, Limited
17 December 2002„Class 600Õ447…; filed in the Republic of Korea

10 June 2000

The structure of this apparatus produces data for multiple receive,

time-multiplexed scan lines with a reduced requirement for delay
memory.—RCW

6,485,427

43.80.Vj COMPRESSIBILITY PROBE FOR
MONITORING BLOOD VOLUME CHANGES

Jen-Shih Lee and Lian-Pin Lee, both of Charlottesville, Virginia
26 November 2002„Class 600Õ468…; filed 18 July 2001

Advantage is taken in this apparatus of the~approximately! linear re-
lation between compressibility and density to measure these two parameters
which are affected by infusion of saline and dialysate for the quantification
of blood volume or microvascular pooling in patients. The device includes a
combination of ultrasound transducers attached to the tubing in which blood
is flowing. An indicator medium is injected into the bloodstream over one or
more time points. Ultrasound waves are transmitted and monitored through
the use of transducers and phase lock amplifiers to assess transmission time.
Through the aforementioned relationship between density and compressibil-
ity, changes in blood density are computed from transmission time changes
in order to yield blood density changes, blood volume, and microvascular
pooling.—DRR

6,497,666

43.80.Vj MEDICAL ULTRASONIC CONTRAST
AGENT IMAGING METHOD AND APPARATUS

Patrick J. Phillips and Ismayil M. Guracar, assignors to Acuson
Corporation

24 December 2002„Class 600Õ458…; filed 25 October 2000

A set of two or more identical pulses are transmitted into tissue con-
taining a contrast agent. A broadband filter passes the corresponding re-
ceived signals at both the fundamental and at least one harmonic component
of the echoes. A clutter filter then suppresses harmonic and fundamental
responses from slowly moving and stationery tissue while passing contrast
agent signals. This system includes other signal paths for producing conven-
tional b-scan images as well as combined images that include components
from a contrast-specific image as well as components from a b-scan
image.—RCW
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The possibility of recovering the Green’s function from the field-field correlations of coda waves in
an open multiple scattering medium is investigated. The argument is based on fundamental
symmetries of reciprocity, time-reversal invariance, and the Helmholtz–Kirchhoff theorem. A
criterion is defined, indicating how sources should be placed inside an open medium in order to
recover the Green’s function between two passive receivers. The case of noise sources is also
discussed. Numerical experiments of ultrasonic wave propagation in a multiple scattering medium
are presented to support the argument. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1570436#

PACS numbers: 43.20.2f @RLW#

Wave propagation in a multiple scattering or reverberat-
ing environment has been a subject of interest in a wide
variety of domains ranging from solid state physics to optics
or acoustics. Ultrasound is particularly interesting because it
allows a direct measurement of the field fluctuations, both in
amplitude and in phase. In connection with this, a remark-
able work by Weaver and Lobkis1–3 recently showed that the
Green’s function between two points could be recovered
from the field-field correlation of a diffuse ultrasonic field.
This amounts to doing ‘‘ultrasonics without a source’’ since
they showed that thermal noise could be used instead of a
direct pulse/echo measurement between the two points. The
experiment was carried out in an aluminum block, and the
theoretical analysis was based on discrete modal expansion
of the field, with random modal amplitudes. Applications are
promising: it would be possible to recover the Green’s func-
tion of a complex medium just by correlating diffuse fields
received on passive sensors~application to shallow water
ocean acoustics, where the field is not diffuse but propagates
in a wave guide, was also evoked4!.

However, the basic assumption in the theoretical analy-
sis is that the medium is closed and free of absorption. In a
real medium, absorption will tend to cut out the longest scat-
tering ~or reverberating! paths, and discrete modes will not
be resolved any more. Similar problems are expected if the
medium is open rather than closed~actually, in an open me-
dium, the fluctuation-dissipation theorem3 establishes the re-
sult, as long as the field is diffuse in the thermal sense!. The

aim of this letter is to examine whether the Green’s function
can still be recovered from the correlations of an ultrasonic
wave field in an open scattering medium, when a discrete
expansion on orthogonal modes is no longer relevant and the
field is not thermally diffuse.

To that end, we present 2-D numerical experiments of
acoustic scattering on rigid inclusions randomly located ei-
ther in a closed cavity or in a open medium. The wave equa-
tion is solved by a finite differences simulation~centered
scheme!; the boundary conditions is implemented following
Collino’s work.5 Naturally, a finite difference scheme shows
numerical dispersion. However, the essential point is that the
fundamental symmetries of reciprocity and time reversal still
hold in the numerical experiments.

To begin with, let us consider two receiving pointsA and
B and a sourceC placed among a random collection of scat-
terers, as represented in Fig. 1. The scatterers are in water;
only lossless acoustic waves are considered here. At the
edges of the grid, the boundary conditions may be either
perfectly reflecting~Dirichlet! as in a closed cavity or ab-
sorbing ~open medium!. The signal transmitted byC is a
pulse with a center frequency 1 MHz and a Gaussian enve-
lope (s50.7ms).

We will note hIJ(t) as the impulse response betweenI
and J, i.e., the wave field sensed inI when a Diracd(t) is
sent byJ. If e(t) is the excitation function inC, then the
wave fieldfA and fB received inA and B will be respec-
tively e(t) ^ hAC(t) and e(t) ^ hBC(t), ^ representing con-
volution. The cross-correlation of the fields received inA and
B is thena!Electronic mail: arnaud.derode@espci.fr
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CAB~ t !5E fA~u!fB~ t1u! du5hAC~ t ! ^ hBC~2t ! ^ f ~ t !

with f (t)5e(t) ^ e(2t). f (t) depends only on the excitation
imposed at the source, whereas the information regarding the
impulse response betweenA and B is hidden in hAC(t)
^ hBC(2t). Indeed, the impulse responses of a closed cavity
satisfy a remarkable property, as shown by Carsten Draeger
in 1999,6 which he termed the ‘‘cavity equation:’’

hAC~ t ! ^ hBC~2t !5hAB~ t ! ^ hCC~2t !. ~1!

For this relation to hold, the cavity must be lossless and its
eigenmodes not degenerate. Note that, in practice, the corre-
lations cannot be performed over an infinite time interval
~the ring time of a cavity is infinite if it is lossless!; therefore
the cavity equation can be compared to experimental results
if the integration timeDT is sufficiently large compared to
1/Dv, with Dv the characteristic distance between modes, so
that the modes are resolved. 1/Dv is sometimes referred to as
the Heisenberg time, or break time. Figure 2 illustrates the
validity of the cavity equation; here the impulse responses
have been recorded during an integration time of 80 ms (2
3106 time steps!, and the Heisenberg time is;5 ms. From
Draeger’s cavity equation, the correlation between the fields
received inA andB is

CAB~ t !5hAB~ t ! ^ hCC~2t ! ^ f ~ t !.

Therefore, similarly to Weaver’s results,1–3 the direct Green’s
functionhAB is present in the correlations of the field within
a closed cavity and can be recovered fromCAB provided that
the hCC term can be properly deconvolved, at least in the
frequency domain limited by the spectrum off (t).

Is this valid in an open medium? We have conducted the
same numerical experiment, with the same distribution of
scatterers, but with absorbing instead of reflecting boundary
conditions. As a result, the cavity equation is no longer valid
and the correlation of the scattered fieldCAB shows no re-
semblance whatsoever with the Green’s function~the corre-
lation coefficient function between wave forms represented
on Fig. 3 is less than 0.5%!.

However, a physical argument indicates that the Green’s
function canstill be recovered from the correlationsCAB ,
even in an open medium, if several judiciously distributed
sources are used instead of a single pointC. To that end, we
propose to analyze the experiment in terms of time-reversal
symmetry. Indeed, there is a strong link between correlations
of a diffuse field and time reversal.7

Because the scatterers do not move and there is no flow
within the medium, the propagation is reciprocal, i.e.,
hIJ(t)5hJI(t). When we cross-correlate the impulse re-
sponses received inA andB, the resulthAC(t) ^ hBC(2t) is
equal tohCB(2t) ^ hAC(t). Now, imagine that we do the
following time-reversal experiment:B sends a pulse,C
records the impulse responsehCB(t), time reverses it and
sends it back; the resulting wave field observed inA would
then behCB(2t) ^ hAC(t), which, because of reciprocity, is
exactly the cross-correlationhAC(t) ^ hBC(2t) of the im-
pulse responses received inA andB whenC sends a pulse.
We would like the direct Green’s functionhAB to appear
in the cross correlation. But in the most general case,
hCB(2t) ^ hAC(t) has no reason to be equal tohAB , as was
shown in Fig. 3. Yet we can go beyond: imagine now that we
use several pointsC to perform the time-reversal operation,
and that we place them in such a way that they form aperfect
time-reversal device, with no loss of information. Following
the Helmholtz–Kirchhoff theorem, such would be the case if
the sourcesC were continuously distributed on a surface sur-
rounding the scattering medium. Then the time-reversal op-
eration should be perfect. During the ‘‘forward’’ propagation,
B sends a pulse that propagates everywhere in the medium

FIG. 1. Two hundred perfectly rigid scatterers~diameter 2.1 mm! are ran-
domly distributed over a 7.537.5 cm2 area. A point source is placed inC;
A and B are receiving points. The boundary conditions may be perfectly
reflecting~Dirichlet! as in a closed cavity or absorbing~open medium!.

FIG. 2. Comparison betweenCAB(t) ~thick continuous line! and hAB(t)
^ hCC(2t) ^ f (t) ~dotted line!. The overall correlation coefficient between
the two waveforms is 98.7%.

FIG. 3. Comparison betweenCAB(t) ~thick continuous line! and hAB(t)
^ hCC(2t) ^ f (t) ~dotted line! in the open scattering medium. The impulse
responses were recorded during 800ms, until they became negligible. The
overall correlation coefficient between the two waveforms is 0.48%.
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@including inA where the field received ishBA(t)], it may be
scattered many times and is eventually recorded on every
point of the time-reversal device, with no loss. When the
field is time reversed, since nothing of it has been lost, it
should exactly go backward in time~and refocus onB at time
t50) everywhere in the medium, which implies that the field
received inA after the time reversal is exactlyhBA(2t), the
time-reversed version of the direct Green’s function. Then,
once the wave has refocused onB ~at timet50), it does not
stop since there is no ‘‘acoustic sink’’ inB:8 the wave di-
verges again fromB and gives rise, at timest.0, to hBA(t)
in A.

Thus, if we use a collection of sourcesC arranged in
such a way that they form a perfect time-reversal device, we
should have

(
C

hAC~2t ! ^ hCB~ t !5hBA~ t !1hBA~2t !. ~2!

A more detailed analysis, taking into account the monopolar
or dipolar nature of the source/receivers, is given by Didier
Cassereau.9 Equation~2! implies that the impulse response
hBA(t) can still be recovered from the correlation of a diffuse
field, even in an open medium, provided that the sourcesC
are distributed judiciously, and all the correlation functions
are summed over the source positions. Unlike the case of a
closed medium, no additional deconvolution byhCC is
needed. From this time-reversal analogy, we deduce a con-
dition for the Green’s function to emerge from cross corre-
lations in open media: the sourcesC must be placed so that
they form a perfect time-reversal device.

We have checked this in the numerical experiments de-
picted in Fig. 4. The results are in excellent agreement with
Eq. ~2!, as is shown in Fig. 5: the degree of correlation be-
tween waveforms is 97.4%. Of course, when the sources are
not placed as a perfect mirror, as presented in Fig. 4~b!, the
results are less good~the degree of correlation between
waveforms is 81.9%! because one part of the waves is not
recorded by the time-reversal device due to the presence of
scatterers outside the sources. Yet the main features of the
Green’s function can still be recognized, even at late times. If
the number of sources is decreased, the reconstruction of the
Green’s function is less satisfactory, as shown in Fig. 6. With

only 50 sources~instead of 250 previously! regularly spaced
every;5l/3 all along a circle as in Fig. 4~a!, the correlation
coefficients between waveforms is 70%. However, if the 50
sources are gathered together in a 72° angular sector~pitch
l/3!, it drops to 53%. Indeed, since the coherence length of a
diffuse wave field is;l, it is useless to place the sources
closer.

So far, we have considered that the origin of the field
measured inA and B was an active and coherent source
transmitting a short pulse~or a collection of such sources!.
What if there are no such sources in the medium, but a dif-
fuse continuous noise? The physical origin of this noise may
be thermal vibrations.3 In seismology, noise in the seismo-
grams comes from a variety of different sources~traffic, sea
waves, weather, human activity,...! continuously and~alleg-
edly! randomly pumping energy into the earth and essentially
exciting surface waves. In ocean acoustics, noise may origi-
nate from boats, surf, wind, animals, etc. By definition, the
noise sources cannot be controlled. In the light of the discus-
sion above, in order to recover the Green’s function from the
cross-correlation of the noise received inA andB, the most
favorable situation would be that in which noise can be con-

FIG. 4. A and B are receiving points. Two hundred fifty source points are
placed regularly around a circle with radius 18.7 mm, 100 scatterers being
inside the circle. They completely surround the medium~a!, or only partially
~b!. The boundary conditions on the edges of the grid are absorbing~open
medium!, in both cases.

FIG. 5. Comparison between(ChAC(t) ^ hBC(2t) ^ f (t) ~dotted line! and
hAB(t) ^ f (t) in the open scattering medium surrounded by 250 sourcesC as
depicted in Fig. 4~a!, at early times~a! and in the late coda, 360ms later~b!.
The overall correlation coefficient between waveforms is 97.4%.

FIG. 6. Correlation coefficient between(ChAC(t) ^ hBC(2t) ^ f (t) and
hAB(t) ^ f (t) versus the number of sources employed.
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sidered as coming from virtual point sourcesC randomly
distributed everywhere in the medium and continuously gen-
erating uncorrelated white noisesnC(t). In that case, the
cross correlation between waveforms sensed inA and B
would be

(
C

(
C8

hAC~2t ! ^ nC~2t ! ^ hC8B~ t ! ^ nC8~ t !.

If the observation timeDT is long enough compared to the
correlation time of the noise, thennC(2t) ^ nC8 (t) will con-
verge tod(t)dC,C8 . Moreover, if the virtual noise sourcesC
are distributed everywhere in the medium~in other words, if
each degree of freedom is excited randomly and indepen-
dently!, then theC-points would necessarily constitute a per-
fect time-reversal device, so Eq.~2! should be verified again.

We have carried out a numerical experiment based on
this idea. Two hundred forty sources were distributed at ran-
dom inside the open scattering medium shown in Fig. 1, and
240 uncorrelated white noises, convolved bye(t), were
transmitted by these sources during 40 ms. The resulting
wave forms are received inA andB. Their cross correlations
CAB(t) is compared to the direct Green’s functionhAB(t)
^ f (2t): the agreement is still very good~61% correlation
coefficient! even at late times.

The emergence of the Green’s function in the field-field
correlations in a closed cavity with discrete modes is now
well established.1–3 In this letter, we have argued that recov-
ering the Green’s function was also possible in an open mul-
tiple scattering medium and we have proposed a criterion
based on reciprocity, time-reversal symmetry, and the
Helmholtz–Kirchhoff theorem: if sources are placed as if
they were to form a perfect time-reversal device, then the
Green’s function can be recovered by summing the cross
correlations. This has been validated by numerical experi-
ments. The reduction of the number of sources was also dis-
cussed and the possibility of using noise sources was illus-
trated.

There is still much food for thought, particularly regard-
ing the role of the scatterers in the reconstruction of the
Green’s function. The argument we developed here is valid

for any medium~homogeneous, high-order multiple scatter-
ing, reverberant, ...! where reciprocity and invariance under
time reversal hold. The field does not need to be thermally
diffuse for the Green’s function to emerge from the correla-
tions, as long as there are enough well-positioned sources.
Another approach is to consider the scatterers as secondary
sources which are necessary to truly randomize the wave
field emanating from asingleoriginal source. Correlating the
late part of the coda would then permit us to reconstruct at
least the early arrivals of the Green’s function. Recent seis-
mologic results support this idea.10 The influence of absorp-
tion is also to be investigated.
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Response of strings to turbulence—Redux (L)
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An unresolved issue in the author’s Ph.D. thesis concerned the relation between turbulent flow speed
and the maximum response of a string excited by the turbulence. The maximum response occurred
at a flow speed significantly less than that predicted. This discrepancy was not resolved at the time,
but can be resolved if one notes that the flow excitation is dispersive, with longer scale disturbances
that flow faster than smaller scale disturbances. It is suggested that string response to turbulence
may be a useful way to determine small-scale properties of a turbulent flow. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1572136#

PACS numbers: 43.28.Vd, 43.20.Tb@MSH#

This letter is concerned with an unresolved issue that
occurred in the author’s Ph.D. thesis and reported on in Ref.
1. A thin metal strip under tension was excited into vibration
by turbulent flow along its length in a rectangular metal tube.
The theory modeled the turbulence as a random and con-
vected force field with a decaying correlation due to the con-
tinual decay and generation of turbulent ‘‘eddies’’ as the flow
progressed.

The theory presented in Ref. 1 predicted that maximum
vibration of each mode of the string would occur when the
convection speed of the turbulence equals the wave speed of
string vibrations. Generally, one would expect the convection
speed to be slightly less than either the average or free
stream flow speed because of boundary layer effects, so that
maximum vibration should be observed when the average
flow speed is somewhat greater than the string wave-speed.
Unfortunately, in all the experiments, the maximum vibration
occurred when the flow speed waslessthan the string wave-
speed. Repeated checks of the flow calibration, string wave-
speed, etc., failed to resolve the discrepancy.2

The response of a stringy(x,v) at frequencyv to a
force f (x,v) is governed by

c2y91v2y5 f /r, ~1!

wherec is the string wave-speed andr is its lineal density. If
we expand the displacement and force in wavenumber, we
obtain

Y~k,v!52F~k,v!/r~v22k2c2!, ~2!

which is maximum whenc5v/k, the phase velocity of the
excitation.

In Ref. 1, the phase speed was equal to the convection
velocity, since the random forces from the turbulence were
assumed nondispersive. But it is known that turbulence pres-
sures and velocities are dispersive. Larger scale fluctuations

move faster than the smaller scale fluctuations that are cre-
ated and decay in the slower boundary layer. The observed
convection velocity of the turbulent forces represents the
group velocity, which will differ from the phase velocity that
controls the matching in both frequency and wavenumber.3

The general relation~one-dimensional! between the
group velocitycg and the phase velocitycf is

cg5cf1kdcf /dk. ~3!

Therefore, if larger scale components or eddies~small k)
travel faster than smaller components or eddies~large k),
dcf /dk,0, and thereforecf.cg . This means that match-
ing of phase velocity with wave-speedcf5c will occur at a
value ofcg,c, which was observed in Ref. 1.

The string wave-speed in Ref. 1 was 4400 cm/s, and the
flow speed at which maximum response was observed was
3700 cm/s. In the experiment, therefore,

kdcf /dk

cf
5

d ln cf

d ln k
'20.2, or cf}k21/5. ~4!

Unfortunately, we do not have independent data for this de-
pendence in the work of Ref. 1, but modern instrumentation
and signal processing methods, including the use of micro-
machined strings or beams, might allow one to use string
response to determine wavenumber/frequency dependences
in turbulent flow.

1R. H. Lyon, ‘‘Response of strings to random noise fields,’’ J. Acoust. Soc.
Am. 28, 391–398~1956! ~available on Disc #1, JASA Archives on CD-
ROM!.

2As explained in Ref. 1, the ‘‘string’’ is a thin strip of steel~10 mils by 3/16
in., 44 cm long under tension, excited by airflow along its length in a
0.2530.5 in. tube. Motion was observed by an optical arrangement that
measured the string deflection.

3In a cross-correlation experiment, the output is that of a correlation detec-
tor where the reference is the signal from the upstream sensor. The time
delay for the envelope of the output signal is determined by the signal or
group delay of the system~in this case, the unknown dynamics of the
turbulent flow!. This delay is usually expressed in terms of a convection
velocity by dividing the separation distance of the sensors by the time shift
of the correlation peak.a!Electronic mail: rhlyon@lyoncorp.com
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Comment on ‘‘Multiple scattering in a reflecting cavity:
Application to fish counting in a tank’’ [J. Acoust. Soc. Am.
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This paper presents a comment on the recent work on fish counting in a tank@J. Acoust. Soc. Am.
109, 2587–2597~2001!#. It is pointed out that there are ambiguities with the counting method.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1569938#

PACS numbers: 43.20.El, 43.30.Gv, 43.80.Ev@DLB#

In a recent paper,1 de Rosny and Roux proposed a
method for counting fish in a tank, an important issue for the
fisheries community. As far as we know, this is the first pub-
lished report on counting fish in a tank. We recognize that the
fish information may have been detected by the method. In
particular, the method tends to obtain reasonable fish number
counts. However, in its present form of data analysis, we
believe that some of the theoretical foundations for the ap-
proach are questionable. As a matter of fact, their approach
was unable to provide reasonable scattering properties of
fish. The reasons are elaborated below.

~1! The multiple scattering in a reflecting cavity. The
basis for the fish counting method in Ref. 1 is described by
Fig. 1 of Ref. 1. The analysis relies on the treatment of the
multiple scattering picture in this figure. In the context, the
authors argued that the effect of the reflecting boundaries of
a tank can be regarded as mirrors, and thus acoustic scatter-
ing in such a system is regarded as a medium of scatterers
and their images without the boundaries. The multiple reflec-
tions make the system equivalent to a system of infinite size.

The first ambiguity in the latter development is that ef-
fects from the images of the acoustic sources are not consid-
ered in Ref. 1. Although the images of the sources are shown
in Fig. 1, possible effects from multiple source images are
not discussed anywhere in Ref. 1. In addition, the reflection
from the water surface is not taken into account either. The
presence of the water surface also acts as a mirror, giving
rise to interactions between the scatterers and their images
due to this mirror. It is worth pointing out that the water
surface acts as a pressure release plane, which has different
effects from the presumably total-reflecting side boundaries
of the tank.

The second ambiguity lies in the way the multiple scat-
tering among the scatterers and the images in Fig. 1 is ac-
counted for, a crucial problem in the analysis. In Ref. 1, the
authors wrote down two formulas in Eqs.~1! and~2! for total
and coherent intensity as a result of the multiple scattering;
here we note that in Ref. 1 Eqs.~1! and ~2! have been mis-

takenly regarded as the coherent intensity and incoherent in-
tensity, respectively—the detailed information about the
definitions of these quantities can be referred to Ref. 2. With
reference to Ref. 2, it is easy to verify that both Eqs.~1! and
~2! are actually the results of the multiple scattering when a
wave propagates in a cloud ofcompletely independentran-
dom scatterers~refer to, e.g., Chap. 14 in Ref. 2!. In a system
such as many scatterers in a reflecting cavity, the scatterers
and their images arenot independent scatterers. Thus Eqs.
~1! and ~2! are not applicable to the present case. There is a
rich body of literature on acoustic scattering by bodies in the
presence of boundaries~e.g., Refs. 3–6!. Correlated scatter-
ers can give rise to interference between multiply scattered
waves that is absent in a group of independent scatterers.
Take the simplest case of an object near a boundary as an
example. The multiple scattering from a scatterer and its im-
age differs from the scattering from two actual scatterers.
This can be easily inferred from, for example, Ref. 6.

~2! The mathematical derivation. The results of Ref. 1
rely mainly on its Eq.~4!. In writing down this equation, the
authors made the assertion ‘‘Eq.~3! can be written@as Eq.
~4!# by changing from a space variable to a time variable,’’
then Eq. ~4! is obtained. But no details were given. The
derivation from Eq.~3! to Eq. ~4! is mathematically unclear.
Equation~3! denotes how a wave is attenuated after traveling
a distance, but Eq.~4! represents the time evolution of back-
scattered or reflected signals. The former is aforward propa-
gating process, while the latter is a combination of the for-
ward process, via reflections, and thebackscatteringprocess.
The link between the two is not obvious. In fact, the time
evolution of backscattered signals has been detailed in Chap.
5 of Ref. 2. It is not evident how the time series of the ratio
between the coherent and the total backscattered signals can
be represented by a simple equation like Eq.~4!.

~3! The experimental results. The method of Ref. 1
yields doubtful scattering properties of fish. The main goal of
Ref. 1 is to obtain accurate total scattering cross section of
fish. Two fish species are measured: zebra fish with length
about 1 cm at 400 kHz and 35-cm-long striped bass at 12.8
kHz. Take the bass fish as the example. According to Ref. 1,a!Electronic mail: zhen@phy.ncu.edu.tw
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the total scattering cross section of the striped bass is 4pR2

with R;3.8 cm, leading toss;181 cm2. This value is
much larger than what would be expected for a fish of 35 cm
length. The reasons follow.

First, the total scattering cross section is a computable
quantity. According to the optical theorem,2 the total cross
section can be calculated from the imaginary part of the for-
ward scattering function of a scatterer,

s t5ss1sa5
4p

k
Im@ f ~0!#, ~1!

where f (0) is the scattering function in the forward scatter-
ing direction, andss and sa are the total scattering cross
section and the absorption cross section, respectively; the
absorption can be caused by such effects as thermal ex-
change or viscosity of the scatterer. For frequencies above
the resonance of the fish swimbladder like the cases consid-
ered in Ref. 1, the absorption due to the swimbladder is
negligible. Furthermore, the acoustic absorption due to fish
bodies is also negligible. Therefore we have

ss's t5
4p

k
Im@ f ~0!#. ~2!

This applies to scattering by both fish swimbladders and fish
bodies. The advances in modeling acoustic scattering by fish
allow for reasonable estimates of fish scattering cross sec-
tions. Fish scattering models can be referred to, e.g., the
textbook of Ref. 7. Indeed, the optical theorem has been
applied to existing experimental measurements of various
fish scattering cross sections, yielding encouraging
agreements.8 Applying the method in Ref. 8, we estimate that
the total scattering cross section for a 35-cm-long fish at 12.8
kHz is at most around 30–40 cm2, depending on the aspect
ratio used in the modeling; we note that the dorsal and side
aspects will not make much difference in the forward scat-
tering. This is much smaller than the value obtained in Ref.
1. It is our experience that the scattering properties vary only
slightly for different fish species with the same length.

Second, there exist experimental data on acoustic scat-
tering on fish of similar length. For example, the previous
experiment data on Saithe fish of 35.1-cm length yield a total
scattering cross section around 30 cm2,9 in the same order as
the theoretical value.8 This experiment was carried out at a
frequency higher than the 12.8 kHz used in Ref. 1. From the

modeling, this would lead to a higher value in the total scat-
tering cross section than that at 12.8 kHz. It is therefore
reasonable to conclude that the total scattering cross section
for a 35-cm-long fish at 12.8 kHz would be in the order of a
few tens of square centimeters, which is considerably smaller
than that obtained in Ref. 1.

~4! Finally, we would like to point out that although
there are ambiguities in Ref. 1, the approach in the paper
tends to get good fish number counts, a promising aspect of
the method. This would indicate that though not rigorous, the
method does capture some essence of the problem. It would
be imperative to search for a sound and solid footing for the
empirical approach of Ref. 1.

In conclusion, the method in Ref. 1 requires further de-
velopment and elaboration in order to be more applicable to
counting fish in an aquatic tank. Given the promising aspect
of the paper, it is indeed worthwhile to do so.
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Results are presented from Arctic field trials carried out to estimate the bearing to acoustic sources
in the water column using seismic particle motion measured at a tri-axial geophone mounted on the
sea ice surface. Source bearings are estimated by applying polarization filters to suppress seismic
waves with transverse particle motion and computing the incident power rotated into radial look
angles from 0° to 360°; the inherent 180° ambiguity is resolved by requiring out-going~prograde!
particle motion in the vertical-radial plane. An earlier study considered impulsive sources at ranges
of 200–1000 m at a site characterized by mixed annual ice. The present work considers two studies
of similar scale carried out at sites with uniformly smooth annual ice and rough, ridged annual ice,
and a third study on multi-year ice involving sources at 2–50-km range. The results indicate good
bearing estimation to long range with little dependence on ice type.@DOI: 10.1121/1.1572145#

PACS numbers: 43.30.Ma, 43.40.Dx@WLS#

I. INTRODUCTION

This letter considers the use of three-dimensional seis-
mic particle motion measured at a tri-axial geophone on the
surface of Arctic sea ice to estimate the bearing to an acous-
tic source in the water column. Sea ice is an anisotropic,
polycrystalline solid which includes air pockets, precipitated
salts, and liquid brine. On a larger scale, the ice pack is a
conglomerate of first-year~annual! ice, multi-year ice floes,
and pressure ridges. The upward-refracting ocean sound-
velocity profile in the Arctic results in sound propagating to
long ranges through repeated interactions at the rough under-
side of the ice, where it couples into several types of seismic
waves producing complex particle motion. It is difficult to
predicta priori the characteristics of seismo-acoustic waves
in this environment, and, hence, the effectiveness of source-
bearing estimation via particle-motion analysis must be stud-
ied by in situ field trials.

A rotational analysis to estimate source bearings using
ice-mounted geophones was recently presented based on
measuring ice seismic waves with particle motion oriented
radially outward from the source.1 For such waves, seismic
recordings at two orthogonally mounted horizontal geo-
phones can be combined geometrically to compute the wave
power in horizontal look angles from 0° to 360°, with the
angle of maximum power providing the optimal bearing es-
timate. The 180° ambiguity due to rotational symmetry is
resolved by requiring out-going~prograde! particle motion in
the vertical-radial plane. The analysis is enhanced by the
application of polarization filters1–3 to suppress seismic
waves with transverse particle motion.

The rotational analysis in Ref. 1 was applied to data

recorded for impulsive sources~imploding glass light bulbs4!
at ranges of 200–1000 m and bearings of 0°–90°. The study
site, located in the Lincoln Sea north of Ellesmere Island,
Canada, was characterized by annual ice;2 m thick, with
several inclusions of multi-year ice blocks toward 90° bear-
ing. The rotational analysis yielded bearing estimates with
average errors of approximately 5°–10°.

Results from three new field trials are presented here.
The first two consist of surveys of similar scale to that de-
scribed above, and were carried out at sites characterized by
uniformly smooth annual ice and by rough annual ice with a
large pressure ridge separating sources from geophones. The
third trial was carried out on thick multi-year ice and in-
volved deploying SUS~signal, underwater sound! charge
sources in the water column at ranges of 2–50 km. These
new trials provide results for different ice types and, for one
case much longer ranges than the original study.

II. FIELD TRIALS

Field trials were performed at three sites in the Lincoln
Sea to investigate source-bearing estimation using ice-
mounted geophones. In each case, a linear array of five geo-
phones, spaced at 20-m intervals, was deployed on the ice
surface, as shown in Fig. 1~a!. The three sensors at the center
of the array were tri-axial geophones, oriented as shown. The
two outer sensors were vertical-component geophones. The
geophones were positioned accurately using a laser survey-
ing instrument and hand-deployed by removing the snow
cover and freezing the sensor to the ice surface. In addition,
a hydrophone was deployed through the ice to a depth of 20
m near the center of the array. The geophone and hydro-
phone signals were transmitted via over-ice cables to aa!Electronic mail: sdosso@uvic.ca
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heated tent and recorded on a digital multichannel field seis-
mograph at a sampling rate of 2000 Hz. However, since the
instrument response of the geophones is unreliable for fre-
quencies much greater than 200 Hz, all recordings consid-
ered here are low-pass filtered 0–200 Hz.

Two trial sites were located on annual ice, separated by
approximately 3 km. The first site was characterized by
smooth, flat ice, with a uniform thickness of 2 m. The water
depth was 112 m at the geophone array, but decreased to
only 18 m by a range of 1000-m endfire to the array. The
second trial site was characterized by rough ice of variable
thickness. At this site, the geophone array was located im-
mediately adjacent to a pressure ridge that rose to a height
;2.5 m above the surrounding ice. Given a rule-of-thumb
five-to-one ratio between ridge height and keel depth,5 the
ridge likely extended at least 10 m deeper than the surround-
ing ice. The water depth at the rough-ice site was approxi-
mately 160 m. At both annual-ice sites, impulsive sources
were deployed at a depth of 50 m at ranges of 200, 600, and
1000 m along lines at 0°, 30°, 60°, and 90° bearing with
respect to the array axis, as shown in Fig. 1~b!. Note that at
the rough-ice site the pressure ridge separated the geophones
and sources. The sound sources at these sites consisted of
imploding light bulbs.1,4

The third trial site was located on multi-year ice ap-
proximately 4.5 m thick. The sources consisted of 0.8-kg
SUS charges which could be set for depths of either 18 or
180 m. Sources were deployed at nominal ranges of 2, 5, 10,
and 25 km and bearings of 0°, 30°, 60°, and 90°. At these
sites the water depth was less than 180 m, so the sources
were deployed at 18-m depth. Additional source deploy-
ments were carried out at 50-km range and bearings of 60°
and 90° where the water depth exceeded 180 m. At these
sites sources were deployed at both 18- and 180-m depth.
The source positions are shown in Fig. 1~c!. Source deploy-
ments were carried via helicopter. For each source, the heli-
copter proceeded to a predetermined latitude and longitude,

then searched the immediate vicinity for appropriate ice for
landing and source deployment. The position of each source
deployment was measured using GPS~global positioning
system!; from these positions accurate bearings for each
source were calculated.

Several figures illustrating seismo-acoustic arrivals from
light-bulb sources at ice-mounted geophones are given in
Ref. 1. Figure 2 shows an example of the recordings at the
multi-year ice site for a SUS-charge source at 0° bearing and
25-km range. Note that the transverse particle motion re-
corded at they-component geophones is of comparable am-

FIG. 2. Time series recorded at the multi-year ice test site for a SUS charge
source at 0° bearing, 18-m depth, and 25-km range.

FIG. 1. Experiment geometry:~a! shows the sensor ar-
ray with G indicating geophones~vertical and tri-axial!
and h indicating the hydrophone;~b! shows light-bulb
source locations for studies on annual ice~shaded re-
gion represents a pressure ridge present at the rough-ice
site!; and ~c! shows the SUS-charge locations for the
study on multi-year ice.
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plitude to the radial motion recorded at thex-component sen-
sors, indicating strong coupling intoSH waves and/or
scattering ofP-SV components.

III. RESULTS

Figure 3 shows examples of the rotational power1 as a
function of bearing angle for the smooth-ice trial site, with
the optimal bearing estimates indicated by arrows. For brev-
ity, the results shown are for the center geophoneG3 ~Fig.
1!; the results for geophonesG2 andG4 are similar and are
included in summarizing figures. Figure 3 shows that good
estimates of the source bearing are obtained for all bearings
and ranges. The maximum bearing error is approximately
16°, and most estimates are within 10° of the true bearing.
The particle-motion power in the source direction is at least
7 dB greater than the power in the perpendicular direction
~referred to as the discrimination level!, and in several cases
is .15 dB.

Figure 4 shows the bearing estimates for the rough-ice
site, with good results obtained for all ranges and bearings.
To compare the results for the two annual-ice sites, Fig. 5
shows the absolute value of the bearing errors for all geo-
phones at both sites as a function of range and bearing. Over-
all, this figure shows that there does not appear to be a sys-
tematic difference between the results for the two sites.
Considering all bearing estimates, the average error for the
rough-ice site is slightly smaller than for the smooth-ice site
~5.2°64° versus 7.2°66°!, although the difference is not sta-
tistically significant. Hence, the variable ice and intervening
pressure ridge at the rough-ice site does not appear to de-

grade the results. Figure 5~a! indicates that, with the excep-
tion of a few outliers, the errors do not vary substantially
from bearing to bearing at either site, again suggesting that
ice conditions between source and receiver is not a limiting
factor. Finally, Fig. 5~b! shows that the bearing errors do not
increase with range over 200–1000 m.

Figure 6 shows the bearing estimates at the multi-year
ice site for SUS charge sources at 18-m depth and 2–25-km
range~plots are corrected for small variations between actual
and nominal source bearings!. Consistently good bearing es-
timates are obtained, with a maximum error of 18°. Good
bearing estimates were also obtained for sources at 50-km

FIG. 5. Absolute errors in bearing estimates as a function of~a! bearing and
~b! range for the smooth-ice and rough-ice test sites~1 and 3, respec-
tively!.

FIG. 3. Rotational power for light-bulb sources at the smooth-ice test site.
Dotted circles indicate 5-dB increments; dashed lines indicate true source
bearings, arrows indicate optimal bearing estimates. Shallow water at 0°
bearing precluded 500- and 1000-m sources.

FIG. 4. Rotational power for light-bulb sources at the rough-ice test site.

2982 J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Dosso et al.: Letters to the Editor



range and depths of 18 and 180 m, as shown in Fig. 7~bear-
ings of 60° and 90°, see Fig. 1!, with very similar results for
the two source depths.

To compare all results, Fig. 8 shows the average bearing
error and the average discrimination level as a function of
range for light bulbs at ranges of 0.2–1 km on annual ice,
and for SUS charges at ranges of 2–50 km on multi-year ice.
The earlier results of trials on mixed annual ice reported in
Ref. 1 are also included in these averages at ranges of 0.2–1
km. Figure 8 shows results obtained both with and without
polarization filtering: It is clear that polarization filtering
leads to substantial improvements in both bearing-estimation
accuracy and discrimination level. Figure 8~a! shows that the
accuracy of the source bearing estimates appear to be essen-
tially independent of range from 0.2 to 1 km and from 2 to
50 km. The small increase in error~;3°! occurring between
1 and 2 km could be due to the different sources employed or
the different ice types~the slight decrease in error with range
from 2 to 50 km suggests it is not due to range!. Figure 8~b!

shows that the discrimination level generally decreases with
range, with average values of 18 dB at 0.2-km range and 7
dB at 50-km range, and an abrupt decrease of 7 dB between
1- and 2-km range where source/ice types change.

IV. CONCLUSIONS

The results of the Arctic field trials indicate consistently
good ability to estimate source bearings for all ranges, ice
types, sources types, and source depths considered. No sig-
nificant differences in the bearing estimates were observed
between the smooth and rough annual ice sites, despite the
presence of a large pressure ridge running between sources
and geophones at the rough-ice site. This is likely because
the most important arrivals are due to water-borne acoustic
waves incident on the ice below the geophone, and not due
to seismic plate waves propagating along the ice.1 Apparent
biases~i.e., consistent errors! appear to occur for specific
deployments and could be caused by ice conditions local to
the geophones. Bearing errors increased slightly going from
light-bulb sources and annual ice to SUS charges and multi-
year ice, but otherwise appeared to be largely independent of
range out to 50 km. The 180° bearing ambiguity was cor-
rectly resolved in all cases.
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Informational masking~IM ! has a long history and is currently receiving considerable attention.
Nevertheless, there is no clear and generally accepted picture of how IM should be defined, and
once defined, explained. In this letter, consideration is given to the problems of defining IM and
specifying research that is needed to better understand and model IM. ©2003 Acoustical Society
of America. @DOI: 10.1121/1.1570435#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Lj@MRL#

I. INTRODUCTION

This letter is intended to stimulate and broaden discus-
sions about informational masking~e.g., Watson, 1987; Leek
et al., 1991; Neffet al., 1993; Neff, 1995; Neff and Dethlefs,
1995; Oh and Lutfi, 1998, 2000; Lutfiet al., 2003; Kidd
et al., 1998, 2002; Wright and Saberi, 1999; Richardset al.,
2002; Brungartet al., 2001; Freymanet al., 2001; Arbogast
et al., 2002!. Although this term has been used in many
ways, it is common to equate informational masking~IM !
with nonenergetic masking, where energetic masking~EM!
is defined as masking that results from competition between
target and masker at the periphery of the auditory system,
i.e., overlapping excitation patterns in the cochlea or auditory
nerve~AN!. Thus, EM is often equated with peripheral and
IM with central masking. Also, because a primary function
of peripheral processing is frequency analysis, most research
in this area has focused on the frequency dimension. In a
related definitional thread, IM has sometimes been defined as
the elevation in threshold caused by stimulus uncertainty.
Independent of the precise definition, and despite the asso-
ciation of IM with central attentional factors, IM is clearly
distinguishable from general inattention to the overall experi-
mental task~e.g., by differences in stimulus-response corre-
lations!.

Within the domain of nonenergetic masking, this note is
confined to the detection of tonal targets in the presence of
simultaneous multitone maskers. Nevertheless, it is hoped
that it will prove useful when considering sequential mask-
ing, discrimination and recognition performance, or situa-
tions involving speech stimuli.@Some results of pioneering
research on the effects of uncertainty that focuses on sequen-
tial masking for nonspeech stimuli are summarized in Wat-
son ~1987! and Espinoza-Varas and Watson~1989!.#

IM is well illustrated by the case in which the target is a
fixed-frequency tone and the masker is a ten-tone complex
with the component frequencies selected randomly on each
presentation, subject to the constraint that they all lie outside
a protected region around the target tone~to minimize EM!.
In such a case, and for many listeners, the target threshold
can exceed the average threshold obtained with the fixed
exemplars of the random masker, or with a Gaussian noise
masker having the same power, by as much as 40 dB. Ap-
parently, under such conditions, these ‘‘holistic’’ listeners are

severely distracted by the masker and find it difficult to per-
form well even though there is little masker energy in the
frequency region of the target. Furthermore, the performance
of these listeners cannot be easily improved by instructions,
target cueing, or modest practice~Neff et al., 1993!. In con-
trast, the performance of these listeners can be greatly im-
proved by altering the stimuli so that target-masker similarity
is decreased, thereby reducing the tendency to confuse or
group the target and masker~e.g., Kidd et al., 1994; Neff,
1995; Oh and Lutfi, 2000; Durlachet al., 2003!. Also of
importance, at the other end of the continuum, there exist
‘‘analytic’’ listeners who are highly resistant to spectral un-
certainty~e.g., Neff and Dethlefs, 1995!.

II. DEFINITIONAL ISSUES

Many factors drive the need for improved definitions,
including ~a! the lack of clarity in the notion of ‘‘overlap’’ or
‘‘competition’’ among peripheral channels;~b! the possibility
of elevated masked thresholds being caused by uncertainty in
dimensions other than frequency and/or by conditions other
than stimulus uncertainty; and~c! the relativistic aspects of
the distinction between peripheral and central~the meaning
depending on one’s physiological vintage point!.

To help address such issues, for any location L in the
ascending auditory pathway, we define PM~L!5peripheral
masking at L5masked threshold for the ideal detector oper-
ating on the input at L; and CM~L!5central masking at
L5masked threshold of human observer minus the quantity
PM~L!. In general, determination of PM~L! and CM~L! for a
given experimental condition requires~a! constructing a sta-
tistical model of neural activity at L for that condition;~b!
computing the performance of the ideal detector operating on
this model activity, and~c! comparing the performance ob-
tained with this ideal detector to that of human listeners un-
der the same condition. EM~L! can then be identified with
PM~L! and IM~L! can be regarded as a component of CM~L!
that includes uncertainty effects.

Note that the word ‘‘masking’’ is used here to refer to a
variety of different processes associated with threshold el-
evation@an issue discussed by Tanner~1958!#. Note also that
the distinction between PM~L! and CM~L! is consistent with
the approach introduced by Siebert and Colburn~e.g., Sie-
bert, 1968; Colburn, 1973! for the special case L5auditory
nerve ~AN!. For a variety of tasks, they determined howa!Electronic mail: durlach@mit.edu
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much information was lost in the transformation from acous-
tical stimulus to AN firing patterns and how much in the
transformation from these firing patterns to the human psy-
chophysical responses. With this approach, ‘‘energetic mask-
ing’’ ~at L! is identical to ‘‘peripheral masking’’~at L! and
the notion of ‘‘overlapping excitation patterns’’~at L! is re-
placed by the characterization ‘‘masking that cannot be over-
come even by the ideal detector’’~at L!. Note finally that the
extent to which CM~L!5IM ~L! is left open.

Although this definitional structure is responsive to the
problems cited above, it is not problem-free. For example, it
does not specify which central limitations that lead to thresh-
old elevation should be included under CM~an issue related
to Tanner’s problem!. More relevant to our current concerns,
it fails to specify which components of CM should be in-
cluded in IM. In particular, should the effects of similarity as
well as of uncertainty be included? In addition, the defini-
tions are difficult to apply~even though they are in principle
operational definitions!. Application not only requires con-
sidering physiological as well as psychophysical data, but it
becomes increasingly difficult as one proceeds up the audi-
tory system because of increased system complexity. Fur-
thermore, as evident even in the simple standard definition of
masking~elevation in threshold due to the presence of the
masker!, there is considerable operational imprecision. For
example, how much and what kinds of training should pre-
cede the threshold measurements? This issue becomes par-
ticularly crucial in the area of interest because of possible
differential learning effects associated with PM and CM. De-
spite such problems, it is hoped that the above thoughts can
prove useful in organizing various masking phenomena. In
the remainder of this note, unless explicitly stated otherwise,
it is assumed that L5AN.

III. NEEDED RESEARCH

A. Uncertainty and similarity

Two main factors controlling the magnitude of nonener-
getic masking~i.e., CM! that have been considered~apart
from listener identity! are stimulus uncertainty and target-
masker similarity. However, further research is required to
develop an adequate understanding of how these factors gen-
erate masking and how they interact.

Strictly speaking, stimulus uncertainty is neither neces-
sary nor sufficient to produce nonenergetic masking. On the
other hand, if the randomization occurs over a range that is
small compared to the listener’s resolution, the randomiza-
tion will not elevate the listener’s threshold. On the other
hand, if a sequence of stimuli is sufficiently complex and
rapidly varying to appear random to the listener even though
it is technically deterministic, then the listener’s threshold
can be greatly elevated. Clearly, as far as uncertainty is con-
cerned, what matters is the deviation between what the lis-
tener hears on a given trial and what the listener expects to
hear on that trial. Further evidence that stimulus uncertainty
does not necessarily produce large amounts of masking is
evident in the results~a! for ‘‘analytic’’ listeners who are
resistant to the effects of uncertainty~Neff and Dethlefs,
1995; Oxenhamet al., 2003! and ~b! from experiments in
which the effects of uncertainty are reduced by decreasing

target-masker similarity~Kidd et al., 1994; Neff, 1995; Oh
and Lutfi, 2000; Durlachet al., 2003!. Additional indications
that nonenergetic masking can occur without uncertainty are
available in data on cross-frequency effects in binaural hear-
ing ~Bernstein and Trahiotis, 1993; Cullinget al., 2003!. Il-
lustrative data on the effects of different types or degrees of
uncertainty can be found in Watsonet al. ~1976! and Lutfi
~1992!.

In the same vein, although target-masker similarity is an
important factor in causing nonenergetic masking, there are
unresolved problems here, too. One such problem resides in
the notion that it is the target-masker similarity itself that
counts. Because the task in these detection experiments is
not to discriminate between the masker M and the target T
but rather between M and M1T, what is really important
here is not the similarity between M and T but between M
and M1T. Although these two similarity factors are related,
they are not interchangeable; there are many situations in
which the addition of T to M leads to a change in the sound
of the overall stimulus that is not well described by the no-
tion that one ‘‘hears out’’ T. A second such problem concerns
how best to quantify the similarity factor. Although the
similarity–dissimilarity dimension is closely related to the
grouping–segregating distinction considered in auditory
scene analysis~Bregman, 1990!, it is not obvious how best to
quantify similarity.

Finally, once the definitions of uncertainty and similarity
factors are clarified, there will still be the need to determine
how best to combine them in an overall model of nonener-
getic masking.

B. Nonfrequency domains, sites central to the
auditory nerve

Consistent with the above definitions, it is appropriate to
consider not only the case in which the peripheral channels
are the frequency channels at the level of the AN, but also
cases in which the location L of interest is higher up in the
system and the relevant ‘‘peripheral channels’’ concern do-
mains other than frequency. For example, it might be enlight-
ening to consider the case in which the frequency domain is
replaced by the spatial domain and to explore the extent to
which masked thresholds are elevated when uncertainty is
introduced into the spatial characteristics of the stimulus
rather than the frequency characteristics. A possible experi-
ment in this area would determine the increase in the masked
threshold of a target noise source located at a fixed azimuth
uT caused by randomizing the azimuthuM of an independent
masking noise, where the random draw ofuM is constrained
by a protected angular region aboutuT to minimize the
spatial-domain EM that would occur when target and masker
overlap in some relatively peripheral azimuthal channel. Al-
though some results suggest that uncertainty has only small
effects in the spatial domain~Bernstein and Trahiotis, 1997!,
further research is needed to adequately explore this area.
Obviously, one could consider similar experiments in other
domains as well~e.g., amplitude modulation!. In order to
truly understand nonenergetic masking, it is important to de-
termine the extent to which the various phenomena observed
in the frequency domain occur in other domains.@For rel-
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evant results of this type in sequential masking, see Watson
and Kelly ~1981!#. In the same spirit, it would be useful to
compare results obtained in audition to those in vision~e.g.,
Turvey, 1973; Nakayama and Joseph, 1998; Cusack and Car-
lyon, 2000!.

C. Psychometric functions, receiver operating
characteristics, sequential effects

Most data on nonenergetic masking consists of thresh-
olds measured using adaptive procedures. Relatively few
data are available on psychometric functions, receiver oper-
ating characteristics~ROCs!, or trial-to-trial sequential ef-
fects. Furthermore, initial examination of these elements~ei-
ther by means of probe experiments or crude intuitive
modeling! suggests that these elements may differ substan-
tially in the different types of masking considered. For ex-
ample, preliminary data from our lab~see also Wright and
Saberi, 1999! indicate that psychometric functions from ex-
periments like that outlined at the beginning of this note
show important differences~in slope as well as lateral posi-
tion! for the following three cases:~a! tests with a random-
ized masker,~b! tests with fixed exemplars of a randomized
masker, and~c! tests with a randomized masker in which the
results are sorted after the test to construct a psychometric
function for each exemplar. It is expected that equally impor-
tant differences will appear with ROCs and sequential ef-
fects. The results of such studies can provide important con-
straints on theoretical models of masking.

D. Individual differences

In the domain of nonenergetic masking studied to date
~the frequency domain!, intersubject differences are enor-
mous. Whereas some listeners have their thresholds elevated
by as much as 40 dB when masker uncertainty is introduced
into a situation where target-masker similarity is high, other
listeners appear insensitive to such uncertainty. Among the
questions that arise here are~a! What are the sources of these
intersubject differences?~b! How constant are they across
conditions and domains? and~c! To what extent can they be
reduced by training?

In the attempt to understand individual differences~e.g.,
Lutfi et al., 2003!, more data are needed in which the same
subjects are tested in a wide variety of conditions concerned
with the frequency domain as well as with other domains. In
most previous studies, the subjects have varied between ex-
periments. Also, in addition to continuing the search for new
ways to characterize performance differences among sub-
jects, more attention should be given to comparing methods
already developed~involving critical bands, attentional
bands, weighting constants, efficiency factors, etc.!.

One special thrust to pursue concerns the Listener-Max-
vs Listener-Min distinction~Durlach et al., 2002; de Chev-
eigne and McAdams, 1995!: Whereas Max is envisioned as
an archetypal analytic listener who attempts to maximize the
T/M ratio by maximizing T, Min is envisioned as an arche-
typal holistic listener who attempts to maximize the T/M
ratio by minimizing M. In the frequency domain, Max con-
structs an acceptance filter focused on T without regard for
M, whereas Min constructs a multiple notch-rejection filter

matched to M without regard for T. In the spatial domain,
Max points an acoustical searchlight at T, whereas Min
points a set of nulls at the locations of the masker compo-
nents. An interesting prediction that arises in connection with
this distinction is the reversal in who does best when uncer-
tainty shifts from M to T: when M is uncertain, Max should
be best; when T is uncertain, Min should do best. Although
previous data indicate that uncertainty in T is less disruptive
than in M, no data are available to test this subject-reversal
prediction. Research is also needed to explore the extent to
which nonadditivity of masking~even when uncertainty is
minimized! can be explained by special costs associated with
the need for Min to create simultaneous multiple nulls.

A second thrust concerns the idea that, despite the focus
on central processing in discussions of uncertainty effects,
the observed intersubject differences may result from differ-
ences in peripheral processing~Carney, 2002; Lauter, 2002!.
For example, consider a random masker and suppose that
two listeners, L1 and L2, have identical central processors
but different peripheral representations of the ensemble of
maskers. L1 and L2 might then reveal differences in suscep-
tibility to uncertainty because~a! the same central processing
is used to combat the uncertainty evident in two different
peripheral representations of the masker ensemble or~b! two
different central processing schemes are used, each of which
is selected by the same central processor to optimize perfor-
mance with the given peripheral representation. In either
event, differences in peripheral processing would play a ma-
jor role in causing the observed differences in susceptibility
to uncertainty. Note also that, abstractly, the question of how
susceptibility differs for L1 and L2 is essentially the same as
the question of how susceptibility changes for either L1 or
L2 when the ensemble of masking stimuli is changed. Note
further that in order to pursue these issues, it would be useful
not only to conduct relevant theoretical analyses~e.g., on the
effects of different types of peripheral nonlinearities!, but
also to expand previous studies of the effects of sensorineu-
ral impairments~Doherty and Lutfi, 1999; Micheylet al.,
2000; Kidd et al., 2001!. Of particular interest would be a
comparison of monaural uncertainty effects between the two
ears of subjects with unilateral impairments@similar to the
work on grouping by Rose and Moore~1997!#.

Finally, it is essential that further research be conducted
on how much the very strong effects of uncertainty~or
target-masker similarity! observed for some listeners can be
reduced by training~and the extent to which generalization
to other nonenergetic masking tasks occurs!. Although such
improvement in performance would appear less likely if the
cause of the poor performance is peripheral rather than cen-
tral, peripheral limitations would not be ruled out by such a
finding. In any case, previous results on the difficulty of
improving performance by target cueing, coaching, and lim-
ited training~e.g., Neffet al., 1993! indicate that the training
challenge is substantial.

In general, the fact that when target-masker similarity is
high the effects of uncertainty are monstrous for some sub-
jects and negligible for others implies that an understanding
of individual differences in the effects of uncertainty, both
pre- and posttraining, is essentially equivalent to understand-
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ing the effects themselves. Without such understanding, cre-
ating an insightful theory of informational masking will not
be possible.

In conclusion, it should be noted that a comprehensive
theory of informational masking will need to address not
only simultaneous masking~the focus of this letter!, but also
sequential masking.@Extensive research in this area that in-
cludes consideration of individual differences and training
has been performed by Watson and colleagues~e.g., Watson
et al., 1976; Leek and Watson, 1984; Espinoza-Varas and
Watson, 1986; Leeket al., 1991; Surprenant and Watson,
2001; Watson and Kidd, 2002!.#
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Acoustic data from two sperm whale neonates~Physeter macrocephalus! in rehabilitation are
presented and implications for sound production and function are discussed. The clicks of neonate
sperm whale are very different from usual clicks of adult specimens in that neonate clicks are of low
directionality@SL anomaly~0°–90°! ,8 dB#, long duration~2–12 ms!, and low frequency~centroid
frequency between 300 and 1700 Hz! with estimated SLs between 140 and 162 dB//1mPa ~rms!.
Such neonate clicks are unsuited for biosonar, but can potentially convey homing information
between calves and submerged conspecifics in open ocean waters at ranges of some 2 km.
Moreover, it is demonstrated that sperm whale clicks are produced at the anterior placed monkey
lips, thereby substantiating a key point in the modified Norris and Harvey theory and supporting the
unifying theory of sound production in odontocetes. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1572137#
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I. INTRODUCTION

Norris and Harvey~1972! proposed that the sperm
whale nasal complex, homologous with the sound producing
nasal complex of smaller odontocetes~Cranford et al.,
1996!, is a giant generator of clicks to be used for echoloca-
tion and communication. Array recordings have shown that
sperm whales produce usual clicks with the highest source
levels ever recorded in the animal kingdom~Møhl et al.,
2000, 2003! and show properties of high directionality~Møhl
et al., 2000, 2003; Thodeet al., 2002!. Ridgway and Carder
~2001! found that clicks are produced at the foremost part of
the nasal complex, and deployment of sound recording tags
has demonstrated that sperm whales produce at least two
click types, usual clicks suited for biosonar, and coda clicks
more suited for communication~Madsenet al., 2002b!. The
latter study also revealed that sperm whales can maintain and
regulate the acoustic output down to at least 700 m of depth,
and that the clicks show properties similar to clicks from
smaller odontocetes~Madsenet al., 2002b!. Acoustic experi-
ments on recently expired sperm whales have shown that the
spermaceti compartments of the nasal complex can transmit
sound~Møhl, 2001!, and that the spermaceti organ and the
junk form an acoustic continuum~Møhl et al., 2002!.

Here we present acoustic data opportunistically col-
lected from two neonate sperm whales in rehabilitation and
discuss implications for sound production and function.

II. MATERIALS AND METHODS

A. Galveston calf

A neonate~umbilicus not healed!, male sperm whale
with a body length of 341 cm and a body weight of 546 kg
was found stranded at Sabine Pass, Texas in September 1989
and moved to Sea-Arama Marine World for rehabilitation.
Seven recording sessions were carried out in a 1-m deep, 3
310 m2 concrete pool with a Racal Store7 instrumentation
recorder with Ampex 797 tapes operated at varying tape
speeds~17/8–60 ips!. Two calibrated B&K 8103 hydro-
phones were connected to two B&K 2635 charge amplifiers,
relaying the signals to the instrumentation recorder. Clicks
were digitized with a PC-sound card~flat frequency response
between 0.01 and 17 kHz! and analyzed with Cool Edit 2000
~Syntrillium!, and custom designed routines in Matlab
~Mathworks 6.0!.

The rms sound pressures were obtained by integrating
the square of the pressure over the interval between the
23-dB end points of the envelope of the signal and compar-
ing it with calibration signals, recorded on the tapes. Source
levels were estimated by back calculating~spherical spread-
ing! from received sound pressure levels and from the dis-
tance between the whale and the hydrophones~noted on the
tapes and documented by photographs!. Durations of the
clicks were defined as the time between the210-dB points
of the envelope of the signal.a!Electronic mail: peter.teglberg@biology.au.dk
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B. Kona calf

A neonate~umbilicus not healed!, female sperm whale
with a body length of 312 cm and an estimated weight of 400
kg was found stranded on the beach of Kona, Big Island,
Hawaii on 14 August 2001. For rehabilitation, the animal
was taken to a 1.2-m-deep, temporary pool~diameter of 6 m!
at the Natural Energy Laboratory, Kona, Hawaii. The record-
ing setup consisted of two calibrated B&K 8103 hydro-
phones connected to a custom built amplifier and a Sony
TCD-D3 DAT recorder sampling at 48 kHz. During each
recording session, the hydrophone placement was docu-
mented with a digital camera~courtesy of C. R. Kastak! and
noted on the tapes. Time of arrival differences~TOADs! at
the two hydrophones of the same click were determined by
using cross-correlation routines written in Matlab~courtesy
of M. Wahlberg!. Post mortem, a dissection was conducted
on the nasal complex, yielding data on the morphometrics of
the structures involved in sound production and relative
placement of the hydrophones.

III. RESULTS

A. Galveston calf

Preliminary results of acoustic recordings from this calf
were presented in Ridgway and Carder~2001!. Here a more
detailed account is provided. A total of 253 clicks and 47
grunts were analyzed from seven recording sessions. The
waveforms of the clicks have no apparent multipulse struc-
ture @Fig. 1~a!# and centroid frequencies between 300 and
1000 Hz@Fig. 1~b!# with 210 dB BW of 200–400 Hz~Table
I!. Duration of the clicks varied between 5 and 12 ms and
may include some distortions due to the small tank size.
Estimated click SLs~referred to 1 m from the anterior termi-

nation of the spermaceti organ! range from 150 to 162 dB//1
mPa rms. During one of the recording sessions, a hydrophone
was suspended at one measured meter ahead of the animal
and another hydrophone 1 m from the side of the animal,
perpendicular to the eye as the calf was held in the water.
Derived SLs were 4–8 dB higher when recorded with the
hydrophone 1 m in front of the animal than when recorded
lateral to the eye, thereby indicating a low, but present, di-
rectionality. Frequency content and duration of clicks re-
corded from these two aspects were alike. Grunts have messy
waveforms with likely some distortions from pool walls and
surface with durations of 50–150 ms and frequency empha-
sis around 500 Hz. Derived grunt SLs varied between 140
and 152 dB//1mPa rms@also see grunt spectrograms pub-
lished by Ridgway and Carder~2001!#. No consistent direc-
tionality effects pertaining to SL, frequency or duration were
observed in the grunts.

B. Kona calf

A total of 58 clicks were recorded from this individual.
Estimated SLs ranged from 150–161 dB//mPa rms. Esti-
mated SLs from the two employed hydrophones differed by
less than 6 dB, indicating a low directionality of the clicks.
Frequency content and duration of the clicks were generally
comparable to those of the Galveston calf~Table I!. How-
ever, two clicks had a significantly different frequency con-
tent with peak frequencies around 8 kHz, but still no appar-
ent multipulse structure. Four clicks contained two high
frequency pulses~around 8 kHz!, spaced 0.7 msec. No grunts
were recorded from this individual.

34 of the 58 clicks were recorded from hydrophones,
spaced 13 cm apart, held at the distal sac~hydrophone 1! and
at the anterior part of the junk~hydrophone 2! ~Fig. 2!. A
consistent TOAD was observed between the two hydro-
phones. The clicks recorded by the hydrophone placed at the
anterior part of the junk were received with a delay of some
50 ms relative to the hydrophone placed at the distal sac.
Based on this TOAD and knowledge of the speed of sound in
the tissues, the sound source location can be restricted to a
hyperboloid surface in the nasal complex~ad modum
Diercks et al., 1971!. However, it may be too simplistic to
assume a fixed sound speed in the various tissue types of the
head for which reason two hyperboloid surfaces were gener-
ated, one for a sound speed of 1300 m/s and one for 1500
m/s to cover the relevant range of sound speeds in biological
tissues. The hyperbolar interceptions between these hyperbo-
loid surfaces and the sagital plane of the nasal complex are
depicted in Fig. 2. It is seen that the hyperbolas are passing
the location of the monkey lips. For further details on the
morphology of this calf, see Møhlet al. ~2002!

FIG. 1. ~a! Waveform of a representative click from the Galveston neonate.
SL of 160 dB//1mPa rms.~b! Power spectrum of the click depicted in~a!.
Sample rate 48 kHz. FFT size 1024.

TABLE I. Characteristics of sound types from neonate sperm whales.

Sound type
SL ~rms!

~dB//1 mPa!
SL ~pp!

~dB//1 mPa!
Duration

~ms!
Centroid frequency

~Hz!
210 dB BW

~Hz!

Galveston Click 154–162 162–175 5–12 300–1000 200–350
Galveston Grunt 140–155 150–165 50–150 200–700 200–700
Kona Click 150–161 161–174 2–15 500–1700 200–450
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IV. DISCUSSION

The present data should be evaluated in the light of the
opportunistic nature of recordings in temporary holding
tanks not suited for acoustic investigations, and considering
that the rehabilitating neonates most likely were not in good
health. Despite this situation, the difference in recording gear
and the different reverberation patterns in two different pool
types, the recorded clicks from the two neonates are gener-
ally alike in having210-dB bandwidths of 200 to 450 Hz,
centroid frequencies around 500 Hz, SLs up to 162 dB//1
mPa rms, and durations of 2–15 ms~Table I!. These source
characteristics match the click properties of young sperm
whale calves, reported by Watkinset al. ~1988!, and thus
seem to be representative of the click repertoire of sperm
whale neonates.

A few unusual higher frequency clicks from both calves,
having pulses with frequency emphases at 8–16 kHz, did not
fit the general picture. It is possible that these unusual higher
frequency clicks are a beginning in the ontogeny of echolo-
cation click that may be employed by the adult sperm whale
~Møhl et al., 2002!. In the Kona calf, four clicks contained
two such pulses with an interpulse interval~IPI! of 0.7 ms. It
can be conjectured that the first pulse may represent the ini-
tial sound production event and the second pulse had tra-
versed the spermaceti organ and junk of the nasal complex
before entering the water. However, the lack of additional
trailing pulses makes such a notion speculative. An IPI of 0.7
msec is intriguing, as it is comparable to an IPI of 0.8 ms
found by projecting artificial pings into the nasal complex of
the same, expired animal~Møhl et al., 2002!. In addition, an
IPI of 0.7 ms is consistent with the two-way-travel time be-
tween the distal and the frontal air sac of the Kona neonate
and the speed of sound in spermaceti oil~Møhl et al., 2002!.
This finding is supportive of the view that the IPI of sperm
whale usual clicks and coda clicks is given by the two-way-
travel time of the spermaceti compartments~Norris and Har-
vey, 1972; Gordon, 1991!, and that the spermaceti compart-
ments are involved in sperm whale sound production. Due to
the low-frequency nature and long duration of all other clicks
produced, it is not possible to discuss the potential involve-
ment of the spermaceti compartments in the production of
these clicks.

Although the neonate clicks were generated in short
trains, they do not show the repetitive, stereotyped click pat-

terns found in codas produced by juvenile and adult sperm
whales for communicative purposes~Watkins and Schevill,
1977; Weilgart and Whitehead, 1993!. Older calves produce
repetitive trains of two to five clicks that may be viewed as
coda-precursors~Watkinset al., 1988!, but the random num-
ber of clicks and irregular click rate of these phonating neo-
nates rather indicate that the number of clicks is likely not
yet fully controlled. Watkinset al. ~1988! argue that the long
duration and low-frequency emphasis of most calf clicks
make them unsuited for echolocation, and that they consis-
tently resemble the properties of clicks from adult sperm
whales. We do not share the latter view as adult sperm whale
usual clicks have a multipulse structure totally dominated by
a single p1 pulse of short duration with very high SL~Møhl
et al., 2000, 2003!, high directionality ~Møhl et al., 2000,
2003; Thodeet al., 2002!, and a frequency emphasis be-
tween 5 and 32 kHz~Watkins, 1980; Madsenet al., 2002a!,
and are therefore not comparable to calf clicks~Table I!.

The properties of the calf clicks are, as noted by Watkins
et al. ~1988! and in contrast to usual adult clicks, indeed not
favorable for echolocation. Biosonar-signals should be of a
shorter duration, higher frequency and more directional to
allow for adequate temporal and spatial resolution in a noisy
and cluttered environment~Au, 1993!. While the apparent
need for biosonar signals is very small in calves that are
entirely nourished from suckling the first year of their lives
~Rice, 1989!, the need for communicative signals to maintain
contact with babysitting adults seems more likely. Sperm
whale calves remain at the surface while their mothers un-
dertake feeding dives apparently too deep and too long for
the calves to follow. This has led to development of asyn-
chronous dive behavior and allomaternal care in the form of
babysitting where calves at the surface are accompanied and
often suckled by a number of different females~Gordon,
1987; Whitehead, 1996!. Thus, sperm whale calves are un-
accompanied at the surface for up to 31% of the time, and
female sperm whales take turns in babysitting between feed-
ing dives~Whitehead, 1996!.

Considering the reduced mobility of neonate calves
compared to their babysitters, it would seem advantageous if
the calves produced homing signals to facilitate maternal lo-
calization. A maximized communicative space is achieved by
using long duration, omni-directional signals of low fre-
quency. Sperm whale calf clicks have such properties and we
propose that these rudimentary clicks may play a communi-
cative role in the allomaternal behavior of asynchronous
dives and babysitting in sperm whales. The passive sonar
equation can be used to assess the possible detection range of
calf clicks by adult, babysitting whales. Assuming that a
sperm whale neonate calf can be modeled as an omnidirec-
tional source with a SL of 160 dB//1mPa rms, and using a
spectral noise density of 60 dB//1mPa2/Hz at 500 Hz~Urick,
1983!, an auditory filter bandwidth corresponding to the cen-
tralized RMS-BW ~Au, 1993! of a rep-
resentative calf click~250 Hz! and a S/N of 10 dB for de-
tection, it can be estimated that sperm whale calf clicks
can be detected by conspecifics at a range of some 2 km
@transmission loss5160 dB//1 mPa rms2~10 dB160 dB//
mPa2/Hz110 log(250 Hz))566 dB, which corresponds to 2

FIG. 2. Hydrophone placement~1,2! on the head of the Kona calf. H:
Hyperbolas~1: sound speed of 1500 m/s, 2: sound speed of 1300 m/s! given
by the interception between the sagital plane of the neonate head and the
hyperboloid surfaces derived from the consistent TOAD between hydro-
phone 1 and 2. M: Monkey lips. Location of the monkey lips is based on a
photo-documented dissection of the animal.
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km, assuming spherical spreading#. Such a range estimate
may only be valid if the receiving whale is submerged in
deep water away from the acoustic shadow zone.

The Galveston calf produced a large number of grunts,
which are very different from clicks. This difference may
relate to the structures involved in sound production as
grunts appear to be produced near the frontal sac at the base
of the skull @see Figs. 2–4 in Ridgway and Carder~2001!#
and thus not at the monkey lips as is the case for clicks~see
below!. We have no clues as to the functional significance of
grunts, but, considering that they generally have SLs some
10–15 dB lower than clicks, suggests that the potential com-
municative range would be reduced by a factor of 3–5.

Norris and Harvey~1972! surmised that the monkey
lips, homologous with the phonic lips in delphinoids~Cran-
ford et al., 1996!, are the sound source in sperm whales. That
observation has gained support from palpative studies~Ellis,
1981! and palpative/stethoscope investigations~Ridgway and
Carder, 2001!, concluding that the sound source is located at
the foremost part of the nasal complex of sperm whales,
beneath the blowhole. From the consistent TOADs between
the two hydrophones held at the anterior part of the nasal
complex of the Kona calf, the location of the sound source
could be restricted to a hyperboloid surface. When relating
the hydrophone placement and the derived hyperboloid sur-
faces with the morphometrics of this calf~Fig. 2!, it becomes
evident that both hyperboloid surfaces are passing the loca-
tion of the monkey lips. This finding is not only excluding a
laryngeal sound source, but also demonstrating that the
sound source for click generation in sperm whales is indeed
the monkey lips. This demonstration substantiates a key
point in the modified Norris and Harvey theory~Møhl,
2001!, where the initial sound pulse of multipulsed usual
clicks is to be generated at the monkey lips, before transmis-
sion through the acoustic continuum formed by the sper-
maceti organ and the junk.

With the vital sound source placed at the foremost part
of the nasal complex, it would indeed be surprising if the
primary use of the nasal complex of sperm whales is a ram-
ming device in male-male interactions, as recently suggested
by Carrieret al. ~2002!. Moreover, in their unifying theory of
odontocete sound production, Cranfordet al. ~1996! pro-
posed that clicks are produced in the same biomechanical
way by homologous structures across the entire odontocete
suborder. The present demonstration of sound production in
the monkey lips is consistent with that notion.
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The scattering of elastic waves in a medium with damage from microcracking is discussed. The
influence of damage from penny-shaped microcracks within a homogeneous medium is considered.
The microcracks are assumed to be randomly oriented and uniformly distributed. Explicit
expressions are derived for the attenuation of longitudinal and shear elastic waves in terms of the
damage parameter and the effective elastic moduli of the medium. A generalized tensor-based
approach is used such that the results are coordinate free. The derivation is based upon
diagrammatic methods. The problem is formulated in terms of the Dyson equation, which is solved
for the mean field response within the limits of the first-order smoothing approximation. The
longitudinal and shear attenuations are discussed in terms of their frequency dependence and
damage dependence. In particular, the attenuations are shown to scale linearly with the damage
parameter. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1570444#
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I. INTRODUCTION

The scattering of elastic waves in complex media, par-
ticularly at ultrasonic frequencies, is of importance to non-
destructive testing, materials characterization and other re-
search areas. Information about the decay in the coherent
field due to scattering attenuation may often be used to infer
information about the microstructure of the material.1 The
incoherent field also contains microstructural information.
Quantitative comparisons with experimental results require a
well-developed model of the effects of the microstructure on
the wave behavior. If the microstructure is modified, such as
through the development of microcracks within the medium,
this change in microstructure would manifest itself in the
scattered wave fields as well. In the case of structural mate-
rials such as concrete, polycrystalline metals and most com-
posites, these microcracks are typically induced by materials
processing, manufacturing, aging and other in-service condi-
tions. Changes in material response due to microcracking are
typically inferred ultrasonically by the decrease in wave ve-
locity or the increase in ultrasonic attenuation, both of which
indicate a stiffness degradation or loss of strength of the
material.2 The limits of detecting these changes in wave be-
havior depend on the amount of increased scattering due to
the system of microcracks. Studies of elastic wave attenua-
tion in cracked materials are found in articles by Mal,3,4

Piau,5 Chatterjeeet al.,6 Zhang and Achenbach,2 Zhang and
Gross,7 and Smyshlyaev and Willis,8 for example. This pre-
vious research has primarily been focused on specific wave/
crack interactions, rather than a more general description.
More general, tensor-based, studies of elastic wave attenua-
tion are mostly limited to polycrystalline media.9–13

In the present article, a generalized tensor-based ap-
proach is used to examine the attenuation of elastic waves in
an isotropic, homogeneous medium with embedded microc-
racks. Here, the microcracks are assumed to be noninteract-

ing, penny-shaped cracks that are randomly oriented. How-
ever, the coordinate-free approach allows for nonrandom
ensembles of microcracks to be studied with relative ease.
This topic is the subject of ongoing research by the authors.
It is assumed that the constitutive behavior of the stiffness
matrix or compliance matrix in the pristine state is suffi-
ciently characterized at the local level by a linear elastic
relation between the average stresses and average strains of
the traditional form. In standard damage mechanics
theory,14,15 the continuum model is described by a macro-
scopic damage parameter attributed to the microcracks.

The effective elastic moduli of the medium that contains
many penny-shaped cracks is first presented using techniques
discussed by Nemat-Nasser and Hori16 and Kachanovet al.17

These techniques have been used to estimate the upper and
lower bounds of the material properties with distributed
damage. The general inequality was presented by Hashin and
Shtrikman18 using a variational approach. Similar ideas have
been used to estimate the effective conductivity of such
media.19 The effective Lame´ constants derived here are in
agreement with previous analyses. Next, expressions for the
moduli fluctuations are derived in terms of the single crack
compliance. The fluctuations and corresponding covariance
of the moduli are necessary for the attenuation derivation.
This derivation is based upon the diagrammatic approach12,20

in which the mean response is governed by the Dyson equa-
tion. The Dyson equation is then solved for the longitudinal
and transverse attenuations within the limits of the first-order
smoothing approximation~FOSA!20 or Keller21 approxima-
tion. The attenuations are shown to scale linearly with the
damage parameter at low values. Finally, example numerical
results are presented and discussed.

II. EFFECTIVE ELASTIC PROPERTIES OF A
DAMAGED ELASTIC SOLID

Methods which make use of estimating the effective
elastic properties of the statistically homogeneous elastic sol-
ids which contain a large number of microcracks are inves-

a!Author to whom correspondence should be addressed. Electronic mail:
jaturner@unl.edu
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tigated by Nemat-Nasser and Hori,16 Kachanovet al.,17 and
others. The first step in determining the effective properties
of the damaged elastic solid involves consideration of a
single penny-shaped crack, which is located within an infi-
nite, homogeneous, isotropic and elastic continuum. In ac-
cordance with linear elastic fracture mechanics, the total, lo-
cal and average stresss̄ and strain ḡ fields hold for
superposition.22 The average stress and strain are related by

ḡ5S̄s̄, or s̄5C̄ḡ, ~1!

where

S̄5S1S* , C̄5C2C* . ~2!

In Eqs. ~1! and ~2!, ḡ5^g(x)& and s̄5^s(x)& are the en-
semble average strain and average stress, respectively. Here
S̄ andC̄ are the effective compliance and effective stiffness,
respectively, of the elastic solid which contains the presence
of the cracks. Here,S* is defined as the effective compliance
contributed by all cracks within the elastic solid andC* is
defined as the effective stiffness contributed by all cracks
within the elastic solid. It should be noted that (C* )21

ÞS* . The tensorsS andC are the compliance and stiffness,
respectively, of the pristine material.

The components of the effective compliance tensorS*
can be estimated from the contribution by the microcracks.
The contributions are calculated by the complementary strain
energy in terms of the path independent integral of fracture
mechanics. The strain energy is expressed as

c* 5E
0

a Q

a
da, ~3!

wherec* is the Gibbs’ energy anda is the crack radius. The
factorQ in the integrand is written as the line integral of the
J integral ~energy release rate! along the crack perimeterL,

Q5 R
L
aJdL. ~4!

The energy release rateJ is expressed in terms of the stress
intensity factorsKm (m5I,II,III) corresponding to the three
fundamental crack modes as

J5
12n

2m
~K I

21K II
2 !1

1

2m
K III

2 , ~5!

where n and m are the Poisson’s ratio and shear modulus,
respectively, of the surrounding material. Thus, the final
Gibbs’ energy is derived in compact form as

c* 5E
0

aF R M̄mnKmKndLGda. ~6!

The tensorM̄ is given by

M̄mn5
1

2m
@~12n!dmn1ndmIIIdnIII #, ~7!

wheredmn is the Kronecker delta, and the subscriptn also
represents the three fundamental cracks modes I, II, or III.

The components of the compliance tensor are related to
the Gibbs’ energy throughS̃i jkl

(s) 5]2c* /]s̃ i j ]s̃kl ~in the local

coordinate system, the notation; is used!. Thus, the com-
pliance attributed to the presence of a single penny-shaped
active crack in a representative volumeV is then

S̃i jkl
(s) 5

2

V E
0

aF R M̄mn

]Km

]s̃ i j

]Kn

]s̃kl
dLGda. ~8!

SubstitutingKm into Eq. ~8! and integrating gives the com-
pact form15

S̃i jkl
(s) 5

16

3V

12 ñ

22 ñ

1

2m̃
a3$2 Ĩ i jkl

5 2 ñ Ĩ i jkl
6 %. ~9!

In the global coordinate system, using a coordinate transfor-
mation and assuming the normal stress at the crack surface is
tensile, the effective compliance attributable to a single, pla-
nar, penny-shaped crack of radiusa is written in the simple
form

Si jkl
(s) 5

16

3V

12n

22n

1

2m
a3$2I i jkl

5 2nI i jkl
6 %. ~10!

The compliance of a single crack is dependent on the unit
normaln, which defines the crack orientation. This orienta-
tion is implicit in the tensorsI5,I6. These tensors and other
necessary basis tensors are given in terms of the unit normal
vectorn and Kronecker delta~d! as23

I i jkl
1 5 1

2 ~d ikd j l 1d i l d jk!, I i jkl
2 5d i j dkl ,

I i jkl
3 5d i j nknl , I i jkl

4 5ninjdkl , I i jkl
6 5ninjnknl , ~11!

I i jkl
5 5 1

4 ~ninkd j l 1ninld jk1njnkd i l 1njnld ik!.

If it is assumed that the damaged medium is statistically
homogeneous and statistically isotropic, the effective com-
pliance attributable to a single crack is approximately the
inverse of the effective stiffness. It is convenient to derive
the attenuation in terms of the effective stiffness attributable
to a penny-shaped crack. The compliance tensor of the pris-
tine, undamaged elastic matrix is

Si jkl
0 5

1

2m S I i jkl
1 2

n

11n
I i jkl

2 D . ~12!

Then the effective compliance expression for a simple crack
in a matrix can be written

Ŝ5S(s)1S05
1

2m (
i 51

6

ei I
i , ~13!

in which

e151, e252
n

12n
, e35e450,

~14!

e55
32

3

12n

22n
a3, e652

16

3

n~12n!

22n
a3.

To calculate the stiffness tensor, the other irreducible tensor
basisJ (Ji ,i 51,2,. . . 5,6) is used.23 These basis tensors may
be formed from the tensorsI using a linear transformation.
The effective compliance tensor expressed in terms of theJ
basis tensors is given by
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Ŝ5
1

2m (
i 51

6

f iJ
i , ~15!

where

f 15
22n

2~11n!
1

8

3
~12n!a3,

f 25
n

2~11n!
1

8

3
~12n!a3,

~16!

f 352
3n

2~11n!
, f 452

n

2~11n!
,

f 5511
16

3

12n

22n
a3, f 651.

The effective stiffness tensor may also be expanded in a
similar way as

Ĉ5Ŝ2152m(
i 51

6

biJ
i , ~17!

where the scalar coefficientsbi are related to the scalar co-
efficients f i ,

$b1,b2,b3,b4,b5,b6%5DH f 1,2 f 2,2 f 3,2 f 4,

1

f 5D
,

1

f 6DJ ,

~18!

with

D215 f 1
22 f 2

22 f 3
21 f 4

2 . ~19!

If the penny-shaped crack volume is much smaller than the
representative volume, the higher order terms in the coeffi-
cients may be neglected. This truncation is used to simplify
the form of the derivation that follows and places some lim-
its on the resulting attenuations. In this case, the correspond-
ing coefficients are

b15
22n

2~122n!
1

8

3

~12n!~23n212n21!

~122n!2 a3,

b252
n

2~122n!
2

8

3

~12n!~2n222n11!

~122n!2 a3,

b35
3n

2~122n!
2

8

3

3n~12n!2

~122n!2 a3, ~20!

b45
n

2~122n!
2

8

3

n~12n!2

~122n!2 a3,

b5512
16

3

12n

22n
a3, b651.

Again the effective stiffness is represented in terms of the six
fourth order tensorsI ,

Ĉ52m(
i 51

6

ci I
i , ~21!

where the coefficientsci are

c151, c25
n

12n
2

16

3

n2~12n!

~122n!2 a3,

c35c452
16

3

n~12n!

122n
a3, ~22!

c552
32

3

12n

22n
a3, c65

16

3

n~12n!

22n
a3.

The single crack stiffness reduces the stiffness of the pristine,
undamaged elastic matrix with stiffnessC052m(I11 @n/(1
2n)# I2). Thus, the effective stiffness of the crack in a unit
volume and matrix is

C(s)5C02Ĉ52m(
i 51

6

di I
i , ~23!

where the coefficientsdi are

d150, d25
16

3

n2~12n!

~122n!2 a3,

d35d45
16

3

n~12n!

122n
a3, ~24!

d55
32

3

12n

22n
a3, d652

16

3

n~12n!

22n
a3.

To estimate the ensemble average properties, an infi-
nitely extended, homogeneous, isotropic and elastic three-
dimensional continuum is considered. The medium is as-
sumed to contain a large number of microcracks which do
not interact with each other. The effective compliance or
stiffness may be determined by the superposition of the con-
tributions of individual microcracks. In the case of a large
number of microcracks, the summation can be replaced by
an integration over a continuous distribution of crack sizes
and orientations. The penny-shaped crack is characterized by
its radiusa and two Euler anglesu and w that define the
orientation of the unit normaln. The specific distribution of
the crack radii and orientations is expressed by the probabil-
ity density functionW(a,u,w). In some situations, the mi-
crocrack radii and orientations may be correlated. The den-
sity function is then replaced by the probability density
functionP(a,u,w)5Puw(u,w)Pa(auu,w). Here, however, it
is assumed that the microcrack radii and orientations are not
correlated. In this case, the density function is expressed as

W~a,u,w!5A~a!z~u,w!. ~25!

The effective continuum properties per unit volume are ex-
pressed in terms of an ensemble average utilizing the density
function in Eqs.~25! and ~23! such that

Ci jkl* 5
«

4p E
0

2pE
2p/2

p/2

Ci jkl
(s) z~u,w!du coswdw. ~26!

In Eq. ~26!, the nondimensional microcrack density per unit
volume is defined by

«5N^a3&5E
a2

a1

A~a!a3da, ~27!

whereN is number of cracks per unit volume and the angular
brackets represent the ensemble average. This damage factor
was introduced by Walsh24 for the case of an isotropic dis-
tribution of the penny-shaped microcracks. A more general
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form of the damage factor in terms of elliptical microcracks
is given by Budiansky and O’Connell,25

«5
2N

p K G2

P L , ~28!

whereG and P are the crack surface area and the perimeter
length, respectively.

The simplest model of the microcrack distribution is as-
sumed when their orientations are random. In this case, the
normal to the microcrack plane takes every direction with
equal probability, such that the effective compliance or stiff-
ness tensor attributable to the presence of microcracks is iso-
tropic. In this case, the density function in Eq.~25! is given
by

z~u,w!51. ~29!

The effective stiffness attributable to the presence ofN ac-
tive microcracks per unit volume is then derived from Eq.
~26!,

Ci jkl* 5
«

4p E
0

2pE
2p/2

p/2

Ci jkl
(s) ~u,w!coswdudw, ~30!

where theCi jkl
(s) is expressed in Eq.~23!. By integrating the

expression in Eq.~30!, the effective stiffness due to an iso-
tropic distribution of penny shaped microcracks is derived as

Ci jkl* 5
16

45

12n

22n
2m«H 2~52n!I i jkl

1

1
n~n2216n119!

~122n!2 I i jkl
2 J . ~31!

In addition, the stiffness tensor of the homogeneous, isotro-
pic and elastic solids in its pristine, undamaged state is

Ci jkl
0 5lI i jkl

2 12mI i jkl
1 . ~32!

Here, the ensemble average stiffness is redefined such
that the average fluctuations are zero. Such a procedure,
while not necessary, is convenient for the calculation of ma-
terial covariance and attenuation. The moduli are assumed to
be spatially varying and of the form

C̄i jkl ~x!5C̄i jkl
0 1dC̄i jkl ~x!, ~33!

where

C̄i jkl
0 5Ci jkl

0 2Ci jkl* . ~34!

Thus, the moduli have the form of the average moduli

C̄i jkl
0 5^C̄i jkl ~x!&5l̄I i jkl

2 12m̄I i jkl
1 , ~35!

plus the fluctuation about the meandC̄i jkl . Hence,C̄i jkl has
the average value ofC̄i jkl

0 anddC̄i jkl represents the modulus
fluctuation. The effective constants are

m̄5mF12
32

45

~12n!~52n!

22n
«G ,

~36!

l̄5lF12
16

45

~12n!~n2216n119!

~22n!~122n!
«G .

These results are identical with the results obtained by
Krajcinovic,15 Kachanov et al.,26 Budiansky and
O’Connell,25 and Zimmerman.27 The effective properties of
the damaged material are shown by Eqs.~36! to be linearly
related to the damage parameter«. Thus, wave speed
changes that are the result of damage will scale linearly with
« as well.

The fluctuations, which are defined here to have zero
average,̂ dC̄&50, are given by

dC̄i jkl ~x!5Ci jkl* 2Ci jkl
(s) H~x!. ~37!

The functionH(x) is defined as

H~x!5H 1 if xPS,

0 otherwise,
~38!

whereS is the spatial volume occupied by a crack.

III. ENSEMBLE AVERAGE RESPONSE

The propagation and scattering of elastic waves in het-
erogeneous media is presented in this section in terms of the
Dyson equation. Such an approach has been discussed by
Frisch20 and used by others.12,13 This section is primarily
included for completeness. The equation of motion for the
elastodynamic response of a linear, elastic solid to deforma-
tion is given in terms of the Green’s dyadic by

$2d jkr~x!] t
21]xiC̄i jkl ~x!]xl%Gka~x,x8;t !

5d j ad3~x2x8!d~ t !, ~39!

whered3(x2x8) is the three-dimensional spatial Dirac delta
function. The second order Green’s dyadic,Gka(x,x8;t), is
defined as the displacement response at locationx in the kth
direction due to an unit impulsive force acting at positionx8
in the ath direction at time zero. The moduli are considered
to vary spatially whereas the density is assumed uniform
throughout with units chosen such that the density is unity
@r(x)51#. The effective fourth-rank stiffness tensor
C̄i jkl (x) is given in Eq.~33!. It is assumed that the fluctua-
tions are small, such thatdC̄!C̄0. The covariance of the
moduli is characterized by an eighth rank tensor

^dCi jkl ~x!dCabgd~y!&5Ji jkl
abgdh~ ux2yu!. ~40!

The spatial and tensorial parts of the covariance,h and J,
respectively, are assumed independent. Also,h is assumed to
be a function of the magnitude of the difference between two
vectors,ux2yu, rather thanx andy separately. This assump-
tion implies that the medium is statistically homogeneous
and statistically isotropic.

The spatio-temporal Fourier transform pair for the func-
tion f (x,t) and f̃ (p,v) is defined as

f̃ ~p,v!5E
2`

1`E
2`

1`

f ~x,t !eivte2 ix"pd3xdt,

~41!

f ~x,t !5
1

~2p!4 E
2`

1`E
2`

1`

f̃ ~p,v!e2 ivteix"pd3pdv.

These definitions allow Eq.~39! to be temporally trans-
formed in the following form:
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$v2d jk1C̄i jkl
0 ] i] l1] idC̄i jkl ~x!] l%Gka~x,x8;v!

5d j ad3~x2x8!. ~42!

The mean response is governed by the Dyson equation12,20

^Gia~x,x8!&5Gia
0 ~x,x8!1E E Gib

0 ~x,y!Mb j~y,z!

3^Gj a~z,x8!&d3yd3z. ~43!

The notationGia
0 (x,x8) is the bare Green’s dyadic defined as

the ensemble average response of the medium~without fluc-
tuations!, namely, the solution to Eq.~42! when dC̄i jkl (x)
50. The second order tensorM is the mass~self-energy!
operator. Equation~43! is easily solved in the Fourier trans-
form domain under the assumption of statistical homogene-
ity. The spatial Fourier transform pair forG0 is first defined
as

Gia
0 ~p!d3~p2q!5

1

~2p!3 E E Gia
0 ~x,x8!

3e2 ip"xeiq"x8d3xd3x8,
~44!

Gia
0 ~x,x8!5

1

~2p!3 E E Gia
0 ~p!d3~p2q!

3eip"xe2 iq"x8d3pd3q.

The bare Green’s dyadic,G0, is the solution of Eq.~42! with
the modulus fluctuation equal to zero. Hence,

G0~p!5p̂p̂gL
0~p!1~ I2p̂p̂!gT

0~p!, ~45!

for propagation in thep̂ direction. The bare longitudinal
wavegL

0(p) and transverse wavegT
0(p) propagators are de-

noted

gL
0~p!5@v22p2cL

2#21,
~46!

gT
0~p!5@v22p2cT

2#21,

where thecL andcT are the average longitudinal and trans-
verse wave speeds, respectively. The Fourier transforms
which define^G(p)& and M̃ (p) are given by expressions
similar to those definingG0(p). The assumption of statistical
homogeneity ensures that they are functions of a single wave
vector in Fourier space. The Dyson equation is then trans-
formed and solved to give

^G~p!&5@G0~p!212M̃ ~p!#21. ~47!

Here M̃ (p) is the spatial transform of the self-energy. The
self-energy, in turn, can be written as an expansion in powers
of material property fluctuations. An approximation ofM is
made to first order using the first term in such an
expansion.20,21 To this level of approximation,M is ex-
pressed as12

Mb j~y,z!

' K ]

]ya
dC̄abgd~y!

]

]yd
Ggk

0 ~y,z!
]

]zi
dC̄i jkl ~z!

]

]zl
L .

~48!

The approximation is valid if the fluctuations are not too
large. The spatial Fourier transform defined in Eq.~44! al-
lows the transform of the self-energy to be written as a con-
volution

M̃b j~p!5E d3sGgk
0 ~s!paplsdsiJi jkl

abgdh̃~p2s!. ~49!

The spatial transform of the self-energy and the mean
Green’s dyadic have the same form as the bare Green’s dy-
adic. Hence, one may write

M̃ ~p!5p̂p̂mL~p!1~ I2p̂p̂!mT~p!,
~50!

^G̃~p!&5p̂p̂gL~p!1~ I2p̂p̂!gT~p!,

where

mL~p!52E d3s p̂p̂p̂¯
p̂p̂ŝ̄ J

•

•$ ŝ
ŝgL

0(s)

1(I2 ŝ
ŝ)gT

0(s)%h̃~p2s!,
~51!

mT~p!52
1

2 E d3s~ I2 p̂
p̂! p̂p̂¯

p̂ŝ̄ J
•

•$ ŝ
ŝgL

0~s!

1~ I2 ŝ
ŝ!gT

0~s!%h̃~p2s!

and

gL~p!5@v22p2cL
21mL~p!#21,

~52!
gT~p!5@v22p2cT

21mT~p!#21.

These are the expressions for the mean response. They define
the phase velocity and the attenuation of longitudinal and
transverse wave types. The inverse Fourier transform of
^G(p)& in Eq. ~50! is dominated by the poles nearupu
5v/cb with b5L or T. Thus, the effective wave vectors,p,
are the solution to the required conditions

v22p2cL
21mL~p!50 ~53!

and

v22p2cT
21mT~p!50. ~54!

The real and imaginary parts ofp give the phase velocity and
attenuation, respectively. Equations~53! and~54! are usually
solved numerically using root finding techniques. The solu-
tion for the attenuation can be calculated by making use of
an approximation valid below the high frequency geometric
optics limit. In this case, the solutions,p, are approximated
as equal to the bare solution. Such an approximation,m(p)
'm(vp̂/cb) is sometimes called a Born approximation. In
essence, the phase velocity is supposed to remain unchanged
by the heterogeneities. Under this approximation the imagi-
nary part can be evaluated from Eqs.~53! and ~54!. The
attenuations, which are the imaginary part for each wave
type, are calculated as

ab~ p̂!52
1

2vcb
Im mbS v

cb
p̂D . ~55!

The imaginary parts ofmb ~where b5L or T) are deter-
mined from Eqs.~51! such that the attenuations are given by
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aL~ p̂!5
p

4vcL
E p̂p̂ŝŝ••••

p̂p̂ŝŝ••••Jh̃S p̂
v

cL

2 ŝ
v

cL
D v5

cL
7 d2ŝ

1
p

4vcT
E p̂p̂ŝ

p̂p̂ŝ~ I2 ŝ
ŝ!
••••

••••Jh̃S p̂
v

cL

2 ŝ
v

cT
D v5

cT
5cL

2 d2ŝ

and

aT~ p̂!5
p

8vcL
E ~ I2 p̂

p̂! p̂ŝŝ••••
p̂ŝŝ••••Jh̃S p̂

v

cT

2 ŝ
v

cL
D v5

cL
5cT

2 d2ŝ

1
p

8vcT
E ~ I2 p̂

p̂! p̂ŝ
p̂ŝ~ I2 ŝ

ŝ!
••••

••••J

3h̃S p̂
v

cT

2 ŝ
v

cT
D v5

cT
7 d2ŝ,

where the integrals are over the unit sphereŝ. Three addi-
tional functions are defined as

hLL~ups!5h̃S p̂
v

cL
2 ŝ

v

cL
D ,

hTT~ups!5h̃S p̂
v

cT
2 ŝ

v

cT
D , ~56!

hLT~ups!5hTL~ups!5h̃S p̂
v

cL
2 ŝ

v

cT
D ,

where the directionp̂ defines the propagation direction,ŝ
defines the scattered direction, andups is the angle between
these directions~i.e., cosups5p̂"ŝ).

IV. ATTENUATIONS AND COVARIANCE

To derive the attenuations, the relevant inner products on
the covariance of the effective moduli fluctuations are re-
quired. The covariance of the moduli fluctuations is repre-
sented by an eighth-rank tensor which is given in Eq.~40!.
The inner product is given explicitly by

J
••••ûp̂ŝv̂
••••ûp̂ŝv̂5Ji jkl

abgdûbûkp̂ap̂l ŝi ŝdv̂gv̂ j . ~57!

The covariance here is given in terms of an average over all
crack orientations. Thus, the crack normaln may vary over
all possible directions. In this case, the following identities
are needed:

^ninj&5 1
3 d i j ,

^ninjnknl&5 1
15 ~d i j dkl1d ikd j l 1d i l d jk!,

~58!
^ninjnknlnanb&5 1

105~d i j dkldab1all permutations

215 terms in all!,

^ninjnknlnanbngnd&5 1
945~d i j dkldabdgd

1all permutations

2105 terms in all!,

where the brackets,̂ &, denote the ensemble average. All
averages of odd numbers ofn’s are zero. The average of the

tensorial part of the covariance over all orientations of crack
normal is defined by

Ji jkl
abgd5

1

4p E
0

2pE
2p/2

p/2

C̄i jkl
(s) C̄abgd

(s) coswdwdu. ~59!

Here, we use the relation̂H(x)H(y)&5«Pr(r u0), where
Pr(r u0)5(12«)h(r )1« is defined as the conditional
probability.28 The notationr is used to denote the magnitude
of the difference between two vectors,x and y. Here, the
second order terms are neglected under the assumption that
the damage density is small. Thus,^dCi jkl (x)dCabgd(y)&
5«h(r )Ji jkl

abgd . It is noted that

C̄(s)52m(
i 51

6

d̄i I
i , ~60!

with

d̄150, d̄25
16

3

n2~12n!

~122n!2 , d̄55
32

3

12n

22n
,

~61!

d̄35d̄45
16

3

n~12n!

122n
, d̄652

16

3

n~12n!

22n
.

Using the identities in Eqs.~58!, the general form ofJ is
given in terms of Kronecker deltas. The expressions for the
attenuations, in turn, involve certain inner products ofJ with
incoming and outgoing wave vectors. In terms of the angle
betweenp̂ and ŝ, these necessary inner products reduce to

J
••••p̂p̂ŝŝ
••••p̂p̂ŝŝ5@T114T414T7#1@4T214T4

132T5116T6116T7#cos2 ups

1@4T3116T614T7#cos4 ups ,

J
••••p̂p̂ŝŝ2

••••p̂p̂ŝŝ25J
••••p̂2p̂ŝŝ
••••p̂2p̂ŝŝ

5@T412T7#1@4T514T614T7#cos2 ups ,

J
••••p̂p̂ŝŝ3

••••p̂p̂ŝŝ35J
••••p̂3p̂ŝŝ
••••p̂3p̂ŝŝ

5@T414T514T616T7#

1@4T3116T614T7#cos2 ups

2@4T3116T614T7#cos4 ups ,

J
••••p̂2p̂ŝŝ2

••••p̂2p̂ŝŝ25@T612T7#1@T313T612T7#cos2 ups ,

J
••••p̂3p̂ŝŝ3

••••p̂3p̂ŝŝ35@T314T614T7#

1@24T3216T624T7#cos2 ups

1@4T3116T614T7#cos4 ups ,

J
••••p̂2p̂ŝŝ3

••••p̂2p̂ŝŝ35J
••••p̂3p̂ŝŝ2

••••p̂3p̂ŝŝ25@T612T7#, ~62!
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J
••••p̂3p̂ŝŝ3

••••p̂2p̂ŝŝ25J
••••p̂2p̂ŝŝ2

••••p̂3p̂ŝŝ3

5@2T322T6#cosups

1@2T314T6#cos3 ups ,

J
••••p̂3p̂ŝŝ2

••••p̂2p̂ŝŝ35J
••••p̂2p̂ŝŝ3

••••p̂3p̂ŝŝ2

523T6 cosups1@4T612T7#cos3 ups ,

J
••••p̂2p̂ŝŝ3

••••p̂2p̂ŝŝ25J
••••p̂3p̂ŝŝ2

••••p̂2p̂ŝŝ25J
••••p̂2p̂ŝŝ2

••••p̂2p̂ŝŝ35J
••••p̂2p̂ŝŝ2

••••p̂3p̂ŝŝ250,

J
••••p̂3p̂ŝŝ2

••••p̂3p̂ŝŝ35J
••••p̂3p̂ŝŝ3

••••p̂2p̂ŝŝ35J
••••p̂2p̂ŝŝ3

••••p̂3p̂ŝŝ35J
••••p̂3p̂ŝŝ3

••••p̂3p̂ŝŝ250,

J
••••p̂p̂ŝŝ2

••••p̂p̂ŝŝ35J
••••p̂3p̂ŝŝ
••••p̂2p̂ŝŝ

5J
••••p̂2p̂ŝŝ
••••p̂3p̂ŝŝ

5J
••••p̂p̂ŝŝ3

••••p̂p̂ŝŝ250.

The coefficientsTi are given by

T152
D2n2

945

335n421984n312946n22208n2937

~122n!2 ,

T25
D2n

4725

31n32139n21n1243

122n
,

T75
D2n2~122n!2

945
,

T35
D2

945
~122n!2~n2218n163!, ~63!

T45
D2n2

945
~31n22166n1217!,

T55
D2n

1890
~122n!~14n2279n1117!,

T65
D2

420
~122n!2~724n!,

with the constantD5 16
3 @(12n)/(22n)(122n)#2m. The

unit vectorsp̂, p̂2 , p̂3 and ŝ, ŝ2 , ŝ3 used in Eqs.~62! are
defined as orthonormal triads, respectively~see Fig. 1!. The
general compact form ofJ is not given here. The interested
reader may contact the authors for further details.

Using the notation

F~ups!5J
••••p̂p̂ŝŝ
••••p̂p̂ŝŝ, ~64!

M ~ups!5J
••••p̂p̂ŝŝ2

••••p̂p̂ŝŝ21J
••••p̂p̂ŝŝ3

••••p̂p̂ŝŝ35J
••••p̂2p̂ŝŝ
••••p̂2p̂ŝŝ

1J
••••p̂3p̂ŝŝ
••••p̂3p̂ŝŝ

,

~65!

N~ups!5J
••••p̂2p̂ŝŝ2

••••p̂2p̂ŝŝ21J
••••p̂3p̂ŝŝ3

••••p̂3p̂ŝŝ31J
••••p̂2p̂ŝŝ3

••••p̂2p̂ŝŝ3

1J
••••p̂3p̂ŝŝ2

••••p̂3p̂ŝŝ2 ~66!

allows the attenuations to be reduced to the form

aLL5
1

4

pv4«

cL
8 E hLL~ups!F~ups!d

2ŝ

5
1

2

p2v4«

cL
8 E

21

11

hLL~u!F~u!d cosu,

aLT5
1

4

pv4«

cL
3cT

5 E hLT~ups!M ~ups!d
2ŝ

5
1

2

p2v4«

cL
3cT

5 E
21

11

hLT~u!M ~u!d cosu,

~67!

aTL5
1

2 S cT

cL
D 2

aLT ,

aTT5
1

8

pv4«

cT
8 E hTT~ups!N~ups!d

2ŝ

5
1

4

p2v4«

cT
8 E

21

11

hTT~u!N~u!d cosu.

The total attenuations for the longitudinal and transverse
waves are given by

aL5aLL1aLT , aT5aTT1aTL . ~68!

The appropriate expressions for the tensorial part of the co-
variance, Eqs.~62!, and the final expressions for attenua-
tions, Eqs.~67! and~68!, are the main results of this section.
The attenuations are expressed as integrations on the unit
circle in terms of the spatial transform of the spatial correla-
tion function. Most importantly, the results are expressed in
terms of the damage density«. We see that the attenuations
scale linearly with damage factor«. In the next section, a
form for h is assumed and example results presented.

V. EXAMPLE RESULTS

In this section, example results are presented in terms of
the dimensionless damage parameter« for an assumed spa-
tial correlation function. For the example case, the material
properties of the uncracked medium used are Young’s modu-
lus E52.03107 Pa and Poisson’s ration50.16.

As discussed following Eq.~40!, the tensorial and spa-
tial contributions of the material covariance are assumed in-
dependent. The spatial correlations were characterized byh.
Here it is assumed thath has an exponential form

h~r !5e2r /L, ~69!

whereL is the spatial correlation length,L52^a&. As dis-
cussed by Stanke,29 an exponential function describes the

FIG. 1. Geometry for scattering in the local coordinate system.
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correlation of continuous and discrete materials reasonably
well. Such a model, with a single length scale, is perhaps
oversimplified for materials containing a wide range of crack
sizes. However, for many materials, such a model is ex-
pected to described the statistics of the material properties
well. Other correlation functions, such as that discussed by
Markov and Willis,28 are thought to give similar results for
the frequency range considered here. The influence of this
choice of correlation function on the attenuations is the sub-
ject of future investigations.

In transform space

h̃~p!5
L3

p2~11L2p2!2 . ~70!

With the length scale of the spatial correlation introduced,
dimensionless longitudinal and transverse frequencies are
defined asxL5vL/cL andxT5vL/cT . The transform of the
difference between two wave vectors is then expressed as

hab~x!5
L3

p2~11xa
21xb

222xaxbx!2 . ~71!

Here the scripts,a, b denote the wave typesL or T, and
x5cosups. In dimensionless form, the attenuations in Eqs.
~67! simplify to

aLLH5
xL

4B4«

2m2 E
21

11 h11h2x21h3x4

~112xL
2~12x!!2 dx, ~72!

aLTH5
xL

4«

2Bm2 E
21

11 m11m2x21m3x4

~11xL
21xT

222xLxTx!2 dx, ~73!

aTTH5
xT

4«

4m2 E
21

11 n11n2x21n3x4

~112xT
2~12x!!2 dx, ~74!

where B5cT /cL is the wave speed ratio. The coefficients
hi , mi , ni ( i 51,2,3) are given as

h15T114T414T7 ,

h254T214T4132T5116T6116T7 , ~75!

h354T3116T614T7 ,

m152T414T514T618T7 ,

m254T314T5120T618T7 , ~76!

m3524T3216T624T7 ,

n15T317T6110T7 ,

n2523T3213T622T7 , ~77!

n354T3116T614T7 .

Example calculations using Eqs.~72!–~74! are shown in
Fig. 2. The dimensionless longitudinal and transverse attenu-
ations,aLH andaTH, respectively, are plotted as a function
of dimensionless frequency,xL , for two values of the dam-
age parameter«. Equations~72!–~74! are shown to scale
linearly with « such that other values of« lead to constant
shifts in these curves. The attenuations increase with the
fourth power of frequency in the low frequency limit as ex-
pected. After a transition region, the attenuations increase

with the square of frequency. However, it should be noted
that the results at higher frequencies are less accurate than
those at lower frequencies. This inaccuracy is the result of
the truncation of the expansion in Eqs.~20!. The longitudinal
attenuation is smaller than the transverse attenuation in part
due to the wavelengths of the respective waves. However,
when the attenuations are plotted in terms of their respective
dimensionless frequency, the transverse attenuations re-
mained larger than the longitudinal. Thus, the higher trans-
verse attenuation is a combination of effects of wavelength
and interaction with the cracks. As shown in Fig. 2, the ratio
of the longitudinal and transverse attenuations is a constant
at low frequencies, but changes at higher frequencies. Figure
3 is a plot of the wave speed ratioBe5C̄T /C̄L and C

5(C̄T /CT)/(C̄L /CL), as a function of damage factor«. As has
been observed experimentally, the wave speed changes much
less than the attenuation for a given damage level.30 Thus,
the result shown in Fig. 3 is not unexpected.

FIG. 2. Dimensionless longitudinal and transverse attenuations,aLH ~solid!
andaTH ~dashed!, as a function of dimensionless frequency,xL , for dam-
age factor«50.01 and«50.05.

FIG. 3. Wave speed ratioBe5C̄T /C̄L and C5(C̄T /CT)/(C̄L /CL), as a
function of damage factor«.
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VI. DISCUSSION

The propagation and scattering of elastic waves in a ho-
mogeneous, isotropic medium with damage from microc-
racking has been investigated. A generalized tensor-based ap-
proach was used such that the results are coordinate free. The
effective compliance or stiffness in terms of the damage pa-
rameter was discussed. Initially, effective compliance due to
a single penny-shaped crack embedded in an infinite elastic
solids was examined. The effective properties of a homog-
enous, isotropic solid in which a large number of microc-
racks is embedded were then determined by superposition.
The modulus fluctuations were then derived relative to these
average moduli. The ensemble average covariance of the
modulus fluctuations was then derived for randomly oriented
cracks. The expressions for the longitudinal and transverse
attenuations were derived by considering the Dyson equa-
tion, which governs the mean elastodynamic response of the
medium. The Dyson equation was solved within the limits of
first-order smoothing approximation~FOSA!. The final
forms of the attenuations have a linear dependency on the
damage parameter, which is expected to be valid for low
crack densities. The use of the tensor-based approach pre-
sented here for studying elastic wave scattering in media
with microcracks allowed the attenuation expressions to be
reduced to simple forms. These results should be very useful
for nondestructive testing and materials characterization re-
search. In particular, the study of wave interactions with
aligned cracks, whose evolution is modeled using a damage
tensor, will be much more direct. This topic will be exam-
ined in the future. The general formulation also is convenient
for considering other problems such as studies of backscatter
and multiple scattering phenomena.
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An exact, analytical solution is developed for the problem of acoustic-wave scattering from a cluster
of ideal, gaseous, spherical bubbles in an unbounded, homogeneous, host fluid. This solution takes
into account all modes of oscillation of the bubbles as well as all interactions between them; it is
applicable to a wide range of bubble sizes and excitation frequencies. In the low frequency regime,
the theory of this paper is shown to reduce to the ‘‘monopole’’ approximation, the effect of
higher-order modes being non-negligible only for very small bubble-to-bubble separations. A
numerical study of interactive backscattering from small clusters, comprising up to three ideal
bubbles, is presented. Interactions between the bubbles are shown to produce downward shifts in the
resonance frequency of the cluster, when the scattering configuration is symmetric. Furthermore,
asymmetries of the scattering configuration are shown to generate sharp resonances at frequencies
above the resonance of the symmetric mode. The results of this paper agree with previous
theoretical and experimental work. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1572141#

PACS numbers: 43.20.Fn, 43.30.Ft@LLT #

I. INTRODUCTION

Air bubbles are important scatterers of underwater
sound, contributing significantly to the ambient noise in the
upper ocean and being frequently used as models of fish.1–4

The properties of a single, spherical, gas bubble in water
have been studied extensively.5,6 When ensonified by a time-
harmonic acoustic wave, the bubble is forced to vibrate, thus
giving rise to scattering and absorption of sound. The most
characteristic feature is a sharp resonance that occurs at the
fundamental Minnaert7 frequencyk0a'0.013 35, wherek0

5v/c0 is the incident wave number,v is the angular fre-
quency of the excitation,c0 is the speed of sound in the
water, anda is the bubble radius. The scattering cross section
at resonance exceeds the geometric cross section of the
bubble by several orders of magnitude, despite the dampen-
ing effect of sound re-radiation, the heat exchange between
the bubble and its surroundings, and the viscosity of water.8,9

When a gas bubble is in close proximity to other bubbles
or to the surface of the sea, the characteristics of the reso-
nance described above are affected because of multiple scat-
tering. Interactions among adjacent bubbles or between a
bubble and the sea surface result in shifts of the resonance
frequency as well as in variations of the peak amplitude at
resonance. Although such phenomena have been addressed
in earlier theoretical4,10–19 and experimental10,15,16,19work,

their understanding is still incomplete. The present study
aims at contributing to the ongoing research on the topic in
two particular areas. First, an exact solution to the problem
of sound scattering by a general cluster of ideal bubbles is
introduced. This solution is applicable to a wide range of
bubble sizes and excitation frequencies; in the low frequency
regime, it reduces to the self-consistent monopole approxi-
mation ~i.e., the ‘‘coupled-oscillator’’ method!. Second, nu-
merical results are presented for simple clusters of identical
and nonidentical bubbles. It is worth noting that analytical
solutions for clusters of penetrable spheres as well as nu-
merical results for nonidentical bubbles have not, to the au-
thors’ knowledge, been considered elsewhere.

Historically, the theoretical treatment of interactions be-
tween bubbles has proceeded along two different ways. A
great part of earlier work has been based on the ‘‘monopole’’
approximation, namely the assumption that bubbles are one-
degree-of-freedom, radially pulsating oscillators, in conjunc-
tion with the self-consistent, multiple-scattering formulation
of Twersky.20 This approach yields simple and transparent
analytical expressions that are easy to implement numeri-
cally, wherein the effects of thermal and viscous damping
can easily be incorporated. Nevertheless, the aforesaid ap-
proach is only applicable in the low-frequency regime and it
has not been validated quantitatively in the case of interact-
ing bubbles in close proximity. Relevant work has been done
by Tolstoy11 and Feuillade,12 who studied the mechanism of
superresonances; by Feuillade, who considered scattering by
small schools of fish4 as well as the propagation and attenu-
ation of sound in bubbly media;13 and by Ye and Feuillade,14

a!Part of this work has been done while Dr. Skaropoulos was with the De-
partment of Electrical and Computer Engineering, Faculty of Engineering,
Aristotle University of Thessaloniki, Thessaloniki, Greece; electronic mail:
n.skaropoulos@irctr.tudelft.nl

b!Electronic mail: dpchriss@eng.auth.gr; phone/fax:130-2310-996334.
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and Kapodistrias and Dahl,15 who studied the case of a
bubble next to the sea surface.

An alternative approach has been pursued by Gaunaurd
et al.,17 who considered two identical, ‘‘soft’’ or ‘‘rigid’’
bubbles; and by Gaunaurd and Huang,18 who considered a
single bubble next to the sea surface. The problem is therein
formulated in terms of infinite modal series, which represent
any mode of oscillation of the bubble; multiple scattering is
handled by use of the addition theorem of spherical wave
functions. This benchmark solution is exact and applicable to
a wide range of bubble sizes and excitation frequencies. Nev-
ertheless, the resulting mathematical expressions are compli-
cated, and damping effects are more difficult to incorporate.
Furthermore, the numerical implementation of Ref. 18 exhib-
ited a peculiar feature, namely that the peak amplitude at
resonance increases when the bubble approaches the surface,
which contradicts intuition~see comment to Ref. 18 and Ref.
14!.

Here, we extend the methodology of Gaunaurd and co-
workers to formulate an exact solution to the problem of
time-harmonic, plane, acoustic-wave scattering by an arbi-
trary cluster of penetrable spheres in an unbounded, homo-
geneous, host fluid; the analysis is similar to the one by
Ioannidouet al.,21 who considered the corresponding elec-
tromagnetic problem. Furthermore, we demonstrate how the
modal series formulation is linked to the monopole approxi-
mation, first by re-deriving the latter as a particular case of
the former, and next, by comparing the two formulations
numerically. As the focus is on multiple scattering, the prob-
lem is otherwise simplified; hence, we do not consider ef-
fects associated with the eventual proximity of the cluster to
the sea surface or with damping mechanisms, although such
effects may be important for naturally occurring resonant
bubbles.

We then present a numerical study of interactive back-
scattering from clusters composed of up to three bubbles.
The bubbles, which are not necessarily identical, are located
either in a line or at the corners of an equilateral triangle. The
results indicate that collective scattering by two or more
nearby bubbles results in downward shifts of the resonance
frequency, which is in agreement with earlier work.10–13New
results for asymmetric scattering configurations, namely
cases where the bubbles do not experience the same incident
and multiply scattered fields, demonstrate that configura-
tional asymmetries are related to sharp resonances at fre-
quencies above the resonance of the ‘‘symmetric’’ mode. Fi-
nally, we offer an explanation why the theory of collective
scattering of Ref. 13 performs less well for polydisperse than
for monodisperse size distributions.

II. SCATTERING GEOMETRY

A cluster composed ofP homogeneous, not necessarily
identical, penetrable spheres in an unbounded, homogeneous
fluid is shown in Fig. 1. The host fluid is characterized by
density r0 , compressibility k0 , and sound speedc0 ,
whereas the medium within each sphere is characterized by
densityrp , compressibilitykp , and sound speedcp , where
p51,2,...,P. With regard to the spherical coordinate system

(O;ruf), which is attached to an arbitrary point of the host
medium close to the cluster, thepth member of the cluster is
a penetrable sphere of radiusap , centered atOp ; the latter
is at the tip of the vectordW p . An individual spherical coor-
dinate system (Op ;r pupfp) can be attached to the center of
each sphere. A plane acoustic wave, incident from the direc-
tion î 5sinuincx&1cosuincz& in thexOz plane, is used as exci-
tation. Harmonic time dependence of the typee2 j vt is as-
sumed for the incident field, the scattered field, and the field
within each sphere; the exponential factore2 j vt is sup-
pressed throughout the analysis of this paper.

III. ACOUSTIC-WAVE FIELD FORMULATION

The acoustic field in the unbounded host~i.e., exterior!
medium is represented by the velocity potentialcext which is
a solution of the scalar Helmholtz equation (¹21k0

2)c50;
k05v/c0 is the wave number of the host medium. The ex-
terior field is composed of the incident field~excitation! and
the field that is interactively scattered by the cluster of
spheres; hence,cext5c inc1csca and each term in the right-
hand side of this equation is also a solution of the aforemen-
tioned scalar Helmholtz equation.

The incident wave, which is of unit amplitude, is repre-

sented by the simple closed-form expressionc inc5ejk0 i&•rW,
but it can also be written as a sum of spherical wave func-
tions

c inc5 (
n50

`

(
m52n

n

amnj n~k0r !Yn
m~u,f!. ~1!

The radial functionj n(k0r ) is an nth-order spherical Bessel
function of the first kind22 andYn

m(u,f)5Pn
m(cosu)ejmf is a

spherical harmonic; the latter includes the associated Leg-
endre functionPn

m(cosu).23 The coefficients

amn5 j n~2n11!
~n2m!!

~n1m!!
Pn

m~cosu inc! ~2!

are the wave amplitudes of the incident wave. In view of the
boundary conditions to be applied on the surface of each
sphere, it is convenient to express the excitation with respect
to the spherical coordinate system (Op ;r pupfp), where p

FIG. 1. Geometric configuration.
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51,2,...,P. Since rW5rWp1dW p , it follows that c inc

5ejk0 i&•rWpejk0 i&•dW p and therefore

c inc5 (
n50

`

(
m52n

n

amnpj n~k0r p!Yn
m~up ,fp!, ~3!

whereamnp5amne
jk0 i&•dW p.

Accordingly, each member of the cluster contributes to
the scattered wave as follows:

cp
sca5 (

n50

`

(
m52n

n

bmnphn
~1!~k0r p!Yn

m~up ,fp!. ~4!

The wave amplitudesbmnp are presently unknown and, al-
though they seem to be associated with a specific sphere,
they are implicitly dependent on all members of the cluster,
which interactively scatter the incident plane wave. The ra-
dial function hn

(1)(k0r p) is an nth-order spherical Hankel
function of the first kind;22 if k0r p@1, hn

(1)(k0r p)
'(2 j )nejk0r p/ jk0r p , which is a spherical wave with virtual
origin at Op . Interactive scattering by all spheres is simply
obtained by superposition

csca5c1
sca1c2

sca1¯1cP
sca

5 (
p51

P

(
n50

`

(
m52n

n

bmnphn
~1!~k0r p!Yn

m~up ,fp!. ~5!

Sincehn
(1)(k0r p) obeys the radiation condition at infinity, so

do c1
sca,c2

sca,...,cP
sca. By application of the sagittal approxi-

mation ejk0r p/r p'ejk0(r 2dW p•s&)/r , wheres& is the unit vector
along the scattering direction, it can be proven thatcsca

obeys the radiation condition, too.
The fieldcp

int in the interior of thepth sphere is obtained
by solving (¹21kp

2)c50; kp5v/cp is the wave number of
that medium. The following expansion in spherical harmon-
ics is used

cp
int5 (

n50

`

(
m52n

n

cmnpj n~kpr p!Yn
m~up ,fp! ~6!

and the wave amplitudescmnp are presently unknown, too.

IV. DETERMINATION OF THE WAVE AMPLITUDES

Both sets of wave amplitudesbmn1 ,bmn2 ,...,bmnP and
cmn1 ,cmn2 ,...,cmnP are determined by application of the
boundary conditions on the surface of any sphere. Enforcing
the continuity of the acoustic pressure and the continuity of
the normal component of the particle velocity onS1 ,
S2 ,...,SP requires use of the translational addition
theorem24,25 for scalar, spherical wave functions
j n(kr)Yn

m(u,f) or hn
(1)(kr)Yn

m(u,f).
The continuity of the acoustic pressure onSq , whereq

P@1,P#, is expressed by (cext2cq
int) r q5aq

50. By use of
Eqs.~3!, ~5!, and~6!, the following equation is obtained:

(
n50

`

(
m52n

n

@amnqj n~k0aq!1bmnqhn
~1!~k0aq!

2cmnqj n~kqaq!#Yn
m~uq ,fq!

1 (
p51
pÞq

P

(
n50

`

(
m52n

n

bmnp(
n50

`

(
m52n

n

Qmnmn
~3! ~r pq ,upq ,fpq!

3 j n~k0aq!Yn
m~uq ,fq!50, ~7!

where r pq , upq , fpq are the coordinates ofOq with
respect to (Op ;r pupfp) and the coupling coefficient
Qmnmn

(3) (r pq ,upq ,fpq), which is associated with the afore-
mentioned addition theorem, is defined in the Appendix. If
dW pq5dW q2dW p is the vector fromOp to Oq , thenr pq5udW pqu,
upq is the angle betweendW pq and thez axis, andfpq is the
angle betweendW pq and thex axis. Equation~7! is multiplied
by Yl

k(uq ,fq), which is the complex conjugate of
Yl

k(uq ,fq), and subsequently integrated overSq , thus tak-
ing advantage of the orthogonality of spherical harmonics.
The end result is the following equation:

aklqj l~k0aq!1bklqhl
~1!~k0aq!2cklqj l~kqaq!

1 j l~k0aq! (
p51
pÞq

P

(
n50

`

(
m52n

n

bmnpQmnkl
~3! ~r pq ,upq ,fpq!50.

~8!

The continuity of the normal component of the particle
velocity on Sq is expressed by (r0

21]cext/]r q

2rq
21]cq

int/]r q) r q5aq
50. By retracing the steps taken

above, the following equation is obtained:

aklqj l8~k0aq!1bklqhl8
~1!~k0aq!2

kqr0

k0rq
cklqj l8~kqaq!

1 j l8~k0aq! (
p51
pÞq

P

(
n50

`

(
m52n

n

bmnpQmnkl
~3! ~r pq ,upq ,fpq!50,

~9!

wherein we have used the convention that a prime over a
function name denotes differentiation with respect to the ar-
gument.

The wave amplitudescklq can be eliminated from Eqs.
~8! and ~9! through multiplying them byj l8(kqaq) and
j l(kqaq), respectively, and then subtracting one from the
other. The resulting equation involves only the wave ampli-
tudes bmn1 ,bmn2 ,...,bmnP of the interactively scattered
wave:

bklq5Cl~k0 ,kq ,jq ,aq!

3Faklq1 (
p51
pÞq

P

(
n50

`

(
m52n

n

bmnpQmnkl
~3! ~r pq ,upq ,fpq!G .

~10!

The coefficients
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Cl~k0 ,kq ,jq ,aq!

52
j l8~k0aq! j l~kqaq!2jqj l~k0aq! j l8~kqaq!

hl8
~1!~k0aq! j l~kqaq!2jqhl

~1!~k0aq! j l8~kqaq!
,

~11!

where jq5kqr0 /k0rq , coincide with those of a single
sphere.18 Hence, in the right-hand side of Eq.~10! the first
term in the brackets describes single scattering from theqth
sphere, whereas the second term in the brackets incorporates
all interactions between theqth sphere and other members of
the cluster.

The procedure leading to Eq.~10! can be repeated for
any value of the indicesqP@1,P#, k, andl, thus yielding an
infinite set of linear equations, which can be solved by trun-
cation and matrix inversion. If the conditionn<N is im-
posed, the number of unknowns is limited toP(N11)2 and
the set of equations can be written in block-matrix form as
follows:

F L11 L12 ¯ L1P

L21 L22 ¯ L2P

] ] � ]

LP1 LP2 ¯ LPP

GF B1

B2

]

BP

G5F A1

A2

]

AP

G . ~12!

Bq, whereqP@1,P#, is a (N11)231 vector that contains
the scattered wave amplitudesbmnq of the qth sphere; its
elements are arranged according to the following rule:

Bq~ j !5bmnq, j 5(
n̂50

n

~2n̂11!1~m2n!. ~13!

Aq, whereqP@1,P#, is a (N11)231 vector with the fol-
lowing elements:

Aq~ i !5Cl~k0 ,kq ,jq ,aq!aklq ,
~14!

i 5(
l̂50

l

~2l̂ 11!1~k2 l !.

The (N11)23(N11)2 matricesLqq represent noninterac-
tive scattering from theqth sphere, their elements being
given by

Lqq~ i , j !5d i j , ~15!

whereas the matricesLpq with pÞq represent the coupling
from thepth to theqth sphere of the cluster; their elements
are given below

Lpq~ i , j !52Cl~k0 ,kq ,jq ,aq!Qmnkl
~3! ~r pq ,upq ,fpq!,

~16!

and the indicesi, j are specified by Eqs.~14!, ~13!, respec-
tively.

In the particular case where all bubbles are located in a
line, it is expedient to orient thez axis of the reference frame
(O;ruf) along the line through all scattering centers.
Hence,dW p5dpẑ, p51,2,...,P, and Eq.~10! can be simplified
as follows:

bklq5Cl~k0 ,kq ,jq ,aq!

3Faklq1 (
p51
pÞq

P

(
n5uku

`

bknpQknkl
~3! ~r pq ,upq,0!G . ~17!

Equation~17! reduces to Eqs.~23! of Ref. 17 in the particu-
lar case of two identical ‘‘soft’’ spheres. Evidently,r pq

5r qp5udq2dpu and upq equals 0 or p, depending on
whether Oq is above or belowOp , respectively. The
simplified coupling coefficients Qknkl

(3) (r pq,0,0) and
Qknkl

(3) (r pq ,p,0) that may appear in Eq.~17! are defined in
the Appendix. It is worth noting that Eq.~17! involves only
wave amplitudes with the first subscriptk. Thus, instead of
solving for the P(N11)2 unknowns bmnq, where q
P@1,P#, nP@0,N#, andmP@2n,n#, simultaneously, as was
the case for a general cluster of bubbles@see Eq.~10!#, it is
now possible to break down the problem to (2N11) smaller
ones, each for a particular value ofk. The latter problems
involve the P(N2uku11) unknowns bknq , where q
P@1,P# andnP@ uku,N#. The resulting set of linear equations
is given below in block-matrix form

F L11
k L12

k
¯ L1P

k

L21
k L22

k
¯ L2P

k

] ] � ]

LP1
k LP2

k
¯ LPP

k

GF B1
k

B2
k

]

BP
k
G5F A1

k

A2
k

]

AP
k
G . ~18!

Bq
k andAq

k, whereqP@1,P#, contain (N2uku11) elements
which are arranged as follows:

Bq
k~ j !5bknq , n5uku1~ j 21!. ~19!

Aq
k~ i !5Cl~k0 ,kq ,jq ,aq!aklq , l 5uku1~ i 21!. ~20!

Finally, Lqq
k andLpq

k with pÞq are defined as follows:

Lqq
k ~ i , j !5d i j , ~21!

Lpq
k ~ i , j !52Cl~k0 ,kq ,jq ,aq!Qknkl

~3! ~r pq ,upq,0!, ~22!

where the indicesi and j are defined according to Eqs.~20!
and ~19!, respectively.

V. FAR-FIELD SCATTERING CHARACTERISTICS

Far from the origin of coordinates~i.e., for k0r @1), the
scattered wave acquires the form of a diverging spherical
wave csca5 f (u,f)ejk0r /r ; the direction-dependent factor
f (u,f) is the scattering amplitude. By use of the asymptotic
expression of spherical Hankel functions for large arguments
and of the sagittal approximation~see Sec. III!, it can be
verified from Eq.~5! that

f ~u,f!5
1

k0
(
p51

P

(
n50

`

(
m52n

n

~2 j !n11

3bmnpe
2 jk0dW p•s&Yn

m~u,f!, ~23!

wheres& is the unit vector along the scattering direction~Fig.
1!. Subsequently, it is possible to determine the differential
scattering cross sectionsd5u f (u,f)u2 and the backscatter-
ing cross sectionsb5u f (p2u inc ,p)u2.
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The scattering amplitude, as determined above, takes
into account every possible interaction among members of
the cluster. It is also useful, for the sake of comparisons, to
determine the scattering amplitude in the case of single scat-
tering, that is, when all interactions are omitted. By use of
the formulation of Sec. IV@see Eq.~10!#, it can be shown
that the noninteractive scattering amplitude can be expressed
as follows:

f NI~u,f!5
1

k0
(
p51

P

(
n50

`

(
m52n

n

~2 j !n11ejk0dW p•~ i&2 s& !

3Cn~k0 ,kp ,jp ,ap!amnYn
m~u,f!. ~24!

Accordingly, it is possible to definesNI,d5u f NI(u,f)u2 and
sNI,b5u f NI(p2u inc ,p)u2 as the noninteractive version of
the differential and backscattering cross section, respectively.

It is worth noting that although multiple-scattering ef-
fects have been ignored in the derivation of Eq.~24!, inter-
ference effects have been retained. This can better be illus-
trated by studying the particular case of a linear array of
identical equidistant bubbles. Ifd is the center-to-center
separation between adjacent bubbles andss,b is the back-
scattering cross section of any single bubble, it can be proven
by use of Eq.~24! that the noninteractive backscattering
cross section of the aforementioned array, which comprisesP
bubbles, is given bysNI,b5P2ss,b sinc2(k0Pd cosuinc)/
sinc2(k0d cosuinc), where sinc(x)5x21 sinx. On endfire in-
cidence (u inc50°) the normalized noninteractive back-
scattering cross sectionsNI,b /ss,b varies with the normal-
ized center-to-center separationk0d periodically in the range
@0,P2#; the period of those variations isk0d5p. On broad-
side incidence (u inc590°) sNI,b /ss,b is equal toP2 regard-
less ofk0d.

VI. LOW-FREQUENCY APPROXIMATION

The analysis of the preceding sections has taken into
account all modes of oscillation of the bubbles: The incident,
scattered, and interior fields@see Eqs.~3!, ~4!, and ~6!, re-
spectively# have been expanded into infinite sums of spheri-
cal harmonics. This general formulation is applicable to a
wide range of excitation frequencies and bubble sizes. In the
low-frequency regime, wherein the wavelength of the inci-
dent wave is much greater than the radius of any bubble in
the cluster, it is commonly assumed~see, for instance, Ref.
14! that the bubbles only pulsate radially—i.e., the bubbles
are assumed to be one-degree-of-freedom oscillators. This is
customarily referred to as the ‘‘monopole’’ approximation.
The purpose of this section is to demonstrate how the analy-
sis presented in this paper reduces to the monopole approxi-
mation in the low-frequency regime.

The case of a single bubble at the origin of coordinates
is considered first. By neglecting terms of order higher than
zero in Eq.~23!, use of the identityP0

0(cosu)51, and of Eqs.
~10! and~2!, it can be shown that the scattering amplitude of
a single bubble is given by

f 15
1

jk0
C0 ~k0 ,k1 ,j1 ,a1!. ~25!

Note that the dependence on the angular variablesu and f
has vanished—i.e., the scattered field is now omnidirec-
tional. The coefficientC0 , which appears in the right-hand
side of Eq.~25!, involves Bessel and Hankel functions, as
well as derivatives thereof, with argumentsk0a1 or k1a1

@see Eq.~11!#. In the low-frequency regime, it holdsk0a1 ,
k1a1!1 and, therefore, the following approximations can be
used:

j 0~z!'1, j 08~z!'2z/3,
~26!

h0
~1!~z!'12 j /z, h08

~1!~z!'2z/31 j /z2.

Substitution of Eqs.~26! into Eq. ~11! and some straightfor-
ward algebra finally yield

f 15
a1

v1
2/v2212 jk0a1

, ~27!

where

v15
1

a1
A 3

r0~k12k0!
~28!

is the resonance frequency of the single bubble. Eqs.~27!
and~28! coincide with those derived by use of the monopole
approximation14 in the case of an ideal bubble.

The case ofP interactively scattering bubbles is consid-
ered next. Neglecting terms of order higher than zero, Eq.~4!
yields the following expression for the field scattered by the
pth bubble:

cp
sca5

b00p

jk0

ejk0r p

r p
. ~29!

The wave amplitudesb00p can be determined from Eq.~10!,
which assumes the following form in the low-frequency re-
gime:

b00p5C0~k0 ,kp ,jp ,ap!

3Fa00p1 (
q51
qÞp

P

b00qQ0000
~3! ~r qp ,uqp ,fqp!G . ~30!

By use of Eq.~A1!, it can be shown that

Q0000
~3! ~r qp ,uqp ,fqp!5h0

~1!~k0r qp!5
ejk0r qp

jk0r qp
. ~31!

Furthermore,a00p5ejk0 i&•dW p and C0(k0 ,kp ,jp ,ap)5 jk0f p

@see Eq.~25!#. Thus, Eq.~30! can be expressed as

b00p

jk0
5 f pFejk0 i&•dW p1 (

q51
qÞp

P
b00q

jk0

ejk0r qp

r qp G , ~32!

which, apart from some differences in notation, coincides
with Eq. ~10! of Ref. 14. The latter was derived by use of the
monopole approximation and of Twersky’s self-consistent
multiple-scattering formulation.20 Thus, the results of the
monopole approximation for ideal bubbles can be re-derived
as a particular case of the general formulation presented
herein.
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VII. RESULTS AND DISCUSSION

Numerical results for simple clusters of two or three
bubbles are presented next. The emphasis is on backscatter-
ing from resonant bubbles. Moreover, interest is in the ef-
fects of interactions among the bubbles on their resonance
frequency as well as in the peak backscattering at resonance
of the cluster as a whole. Quantitative information, which, to
the authors’ knowledge, is not available elsewhere, is pro-
vided about the effects of higher-order modes of the modal
solution ~see Secs. III and VI! and about the behavior of
clusters composed of nonidentical bubbles. Wherever appli-
cable, the results documented here are in agreement with
previous theoretical and experimental work.

The first set of results~Fig. 2! deals with backscattering
from two, identical, resonant-size (k0a50.013 35) bubbles.
Figure 2~a! depicts the case of endfire incidence. An interfer-
ence pattern is apparent in the noninteractive case~thin
curve!. The normalized backscattering cross section of the
cluster varies periodically between the values 0 and 4, which
correspond to destructive and constructive interference, re-
spectively~see also Sec. V!. It is worth noting that the afore-
said interference is constructive at small separations; as the
wavelength of the incident wave is much larger than the
radius of the bubbles, the bubbles oscillate in phase and,
thus, they interfere constructively. In the interactive case
~thick curve!, the pattern is somewhat more complicated be-
cause of multiple-scattering effects. At small separations,
multiple scattering results in significant decrease in backscat-
ter ~see also Ref. 16, where similar experimental and theo-
retical findings have been reported for bubbles in the size
range 0.2,k0a,0.35), whereas at large separations,
multiple-scattering effects gradually vanish and the interac-
tive backscattering cross section coincides with the noninter-
active one.

On broadside incidence@Fig. 2~b!#, the two bubbles al-
ways oscillate in phase, regardless of their separation. Thus,
there is no interference pattern in the noninteractive back-
scattering cross section~thin curve!, and multiple scattering
effects are easier to assess. Because the emphasis in this
work is on interactions between bubbles, most of the results
that follow deal with interference-free cases. The latter,
though, are particular cases: Multiple scattering appears to-
gether with interference in most cluster configurations. As in
the case of endfire incidence@see Fig. 2~a!#, multiple-
scattering effects are more evident at small separations, re-
ducing the backscattering cross section. With increasing
separation, the interactive backscattering cross section fol-
lows an oscillatory pattern with decreasing amplitude. Figure
2~b! also includes two additional curves, which depict inter-
active scattering by the pair of bubbles at frequencies below
and above resonance. Evidently, interactions persist for far
greater separations at the resonance frequency than either
below or above it.

The curves in Fig. 2 have been produced with truncation
numberN54, which ensures four-digit convergence of the
results. It is interesting to investigate how the aforesaid re-
sults compare with those of the monopole approximation,
which can be reproduced by settingN50 ~see Sec. VI!. This
comparison is made in Fig. 3, wherein broadside incidence is

considered. Evidently, the effects of higher-order modes van-
ish at large separations and they are discernible, albeit mar-
ginal, only when the bubbles are in close proximity. Thus,
the qualitative conclusion of Ref. 14, namely that the as-
sumption of monopole scattering is valid near resonance ex-
cept possibly when the bubbles are in contact, is herein con-
firmed quantitatively.

Figure 4 depicts the backscattering cross section of
three, identical bubbles. The bubbles are either located at the
corners of an equilateral triangle~solid curve! or in a line
~dashed curve!; in either case, the ensonifying field is normal
to the plane of the figure, and, therefore, the bubbles oscillate
in phase. On the whole, the behavior of the three-bubble
cluster is similar to the two-bubble one, but the amplitude of
the fluctuations of the interactive backscattering cross section
is now somewhat greater. The more compact configuration
~equilateral triangle! favors interactions more than the less

FIG. 2. Normalized interactive (sb /ss,b) and noninteractive (sNI,b /ss,b)
backscattering cross section of twin, resonant (k0a50.013 35) bubbles ver-
sus normalized separationd/a; ~a! endfire (u inc50°) and ~b! broadside
(u inc590°) incidence.
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compact one~bubbles in a line!. Nevertheless, the two con-
figurations produce almost identical backscattering at small
separations; as the incident wavelength is much greater than
the size of the cluster as a whole, details of the cluster con-
figuration are not resolved.

The frequency dependence of the backscattering cross
section of a pair of bubbles is discussed next~Fig. 5!; pairs
of identical and nonidentical bubbles are considered. In the
former case@Fig. 5~a!#, the resonance frequency of the clus-
ter is shifted downwards because of the interactions between
the bubbles, the shift being greater the smaller the separation
between the bubbles; this is in agreement with results docu-
mented by Feuillade12,13 as well as by Strasberg10 ~case of
bubble next to a rigid surface!, wherein an experiment has
been conducted. The peak amplitude at resonance is less than

that of the case of noninteracting bubbles~i.e.,d/a5`), and
it fluctuates with separation.

The cluster of nonidentical bubbles@Fig. 5~b!# exhibits
more complex behavior with two resonances that correspond
to the big and the small bubble; their nominal positions~i.e.,
those with the interactions neglected! are atk0a150.013 35
and k0a250.013 35, the latter implying thatk0a1

50.026 70. Interactions between the bubbles affect the reso-
nance frequency of each bubble in a different way. On the
one hand, the resonance frequency of the big bubble is
shifted downwards, as in the case of identical bubbles,
wherein, though, the shift was much more pronounced@see
Fig. 5~a!#. On the other hand, the resonance frequency of the
small bubble is shifted upwards, the effect being most sig-
nificant for small separations. It is worth noting that this may
partly explain why the theory of collective scattering by
Feuillade,13 which assumes only downwards shifts for

FIG. 3. Normalized interactive (sb /ss,b) backscattering cross section of
twin, resonant (k0a50.013 35) bubbles; exact formulation of Secs. III–V
and monopole approximation; broadside (u inc590°) incidence.

FIG. 4. Normalized interactive (sb /ss,b) and noninteractive (sNI,b /ss,b)
backscattering cross section of three, identical, equidistant, resonant (k0a
50.013 35) bubbles versus normalized separationd/a; the direction of in-
cidence is normal to the plane of the figure.

FIG. 5. Interactive resonance by two bubbles versusk0a1 for various sepa-
rations;~a! identical (a15a2) and ~b! nonidentical (a152a2) bubbles.
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bubbles of any size, performs much better in the monodis-
perse than in the polydisperse case; this point is discussed
further in what follows.

A more detailed view to the dependence on bubble-to-
bubble separation of the resonance frequency and of the peak
backscattering at resonance of a pair of bubbles is provided
by Figs. 6 and 7, respectively. The frequency-shift ratiox,
which is defined as the ratio between the interactive and the
noninteractive resonance frequency, is plotted in Fig. 6.
When the bubbles are identical@Fig. 6~a!#, x increases mo-
notonously with separation, asymptotically approaching
unity for large separations. The same holds for the
frequency-shift ratio of the big bubble when the bubbles are
nonidentical@Fig. 6~b!#, in which case, though, the range of
values of x is smaller and the asymptotic valuex51 is
reached at smaller separations. In contrast, the frequency-
shift ratio of the small bubble is always larger than unity and
it decreases monotonously with separation. Figure 6 includes

results derived by use of the monopole approximation, too.
These results agree very well with those of the exact solu-
tion, the discrepancies being discernible only when the
bubbles are very close to each other. The peak backscattering
at resonance can be seen~Fig. 7! to fluctuate with separation,
the effect being far more pronounced for identical bubbles
@Fig. 7~a!# than it is for nonidentical bubbles@Fig. 7~b!#. As a
whole, Figs. 6 and 7 indicate that interactions persist for
larger separations when the bubbles are identical, which is in
agreement with intuition. In the case of nonidentical bubbles,
a resonant bubble, may it be the big or the small one, always
interacts with a nonresonant one, which scatters sound much
less effectively. In contrast, in the case of identical bubbles,
the interactions take place between two resonant bubbles,
which are both very effective scatterers of sound.

The last set of results~Fig. 8! focuses on three-bubble
clusters. Its purpose is to investigate how the scattering con-

FIG. 6. Frequency-shift ratiox of two interacting bubbles versus separation;
~a! identical (a15a2) and ~b! nonidentical (a152a2) bubbles.

FIG. 7. Peak backscattering cross section at resonance of two interacting
bubbles versus separation;~a! identical (a15a2) and ~b! nonidentical (a1

52a2) bubbles.
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figuration and asymmetries thereof may affect the behavior
of the bubbles at resonance. The discussion of the results
makes use of the terminology introduced in Refs. 12 and 13,
where interactive scattering by clusters of bubbles has been
categorized in ‘‘symmetric modes,’’ whereby bubbles oscil-
late in phase, and ‘‘antisymmetric modes,’’ whereby bubbles
oscillate in antiphase. The first case studied herein@Fig. 8~a!#
is that of three identical bubbles that form an equilateral
triangle, with the incidence direction perpendicular to the
plane defined by their centers. This configuration is perfectly
symmetric in the sense that all bubbles experience the same
incident and multiply scattered fields. Interactions among the
bubbles result in downward shifts of their~common! reso-
nance frequency, in agreement with the findings of Ref. 13.
Next, three identical bubbles in a line, either on broadside
@Fig. 8~b!# or endfire @Fig. 8~c!# incidence are considered.
Both cases are characterized by additional, very sharp, peaks
at frequencies above the resonance of the symmetric mode.
These peaks are manifestations of asymmetries in the scat-
tering configuration; on broadside incidence, although all
bubbles experience the same incident field, the bubble in the
middle experiences different multiply scattered field than the
bubbles at the edges; on endfire incidence, all three bubbles
experience different incident and multiply scattered fields.
Similar findings were also documented for pairs of bubbles
in asymmetric configurations in a recent experimental
work;19 the antisymmetric peaks reported there are less sharp
because of damping effects. It is worth noting that, although
the characteristics of the antisymmetric peaks depend

strongly on the scattering configuration, those of the sym-
metric mode are only slightly affected; this is in agreement
with Ref. 13, which predicted that the symmetric mode
should be dominant in cases where the scattering character-
istics are important only in a statistical sense, namely in
terms of ensemble averages over all possible configurations.
Nevertheless, the assumption that the symmetric mode alone
suffices to describe the characteristics of a cluster of bubbles
breaks down as soon as bubbles of different sizes are con-
sidered. This is apparent in Fig. 8~d!, where three different
bubbles forming an equilateral triangle are considered. A
downward shift of the resonance frequency is observed only
for the biggest bubble, and still it is marginal, whereas the
resonance frequencies of the smaller bubbles are shifted
upwards.

VIII. CONCLUSIONS

An exact solution to the problem of acoustic wave scat-
tering by a general cluster of ideal, not necessarily identical,
gas bubbles in an unbounded homogenous host fluid has
been developed in Secs. III–V. This solution accounts for all
modes of oscillation of the bubbles, as well as for all inter-
actions among the bubbles. Therefore, it can be applied to a
wide range of bubble sizes and excitation frequencies.

In the low frequency regime, the above theory reduces
to the monopole approximation~Sec. VI!, which can, there-
fore, be perceived as a particular case of the general solution.
Numerical comparisons between the two theories have dem-

FIG. 8. Interactive resonance by three,
equidistant bubbles versus the size pa-
rameterk0a1 of the biggest bubble;~a!
identical bubbles (a15a25a3) at the
corners of an equilateral triangle;
~b!,~c! identical bubbles in a line;~d!
nonidentical bubbles (a152a2

54a3) forming an equilateral tri-
angle; except in~c!, incidence is nor-
mal to the plane of the figure.
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onstrated that the monopole approximation is well suited for
studies of resonating bubbles, even when the bubbles are in
close proximity. It is worth noting that the monopole ap-
proximation has the additional advantage that it permits easy
incorporation of damping terms, which were not discussed in
this work.

A numerical study of backscattering from simple clus-
ters, composed of up to three bubbles, has provided new
insights into the effects of interactions among the bubbles
and on the behavior of the cluster as a whole. Pairs and
triplets of identical bubbles have been shown to be domi-
nated by the symmetric mode of collective scattering, which
gives rise to downward shifts of the resonance frequency.
Nevertheless, antisymmetric resonances may also be present;
such resonances are related to asymmetries of the scattering
configuration. In contrast, the predominance of the symmet-
ric mode has not been confirmed in cases of clusters of dif-
ferently sized bubbles; the resonant behavior of such clusters
is far more complex. This may partly explain why the theory
of collective scattering that was developed in Ref. 14 is less
successful for polydisperse bubble distributions than for
monodisperse ones.

APPENDIX: COUPLING COEFFICIENT

The coupling coefficientQmnmn
( i ) (r ,u,f) required for the

translation of scalar spherical wave functions is defined as
follows:

Qmnmn
~ i ! ~r ,u,f!5 (

l 5un2nu

n1n

j l 1n2n~2n11!bl
~nmnm!

3zl
~ i !~kr !Pl

m2m~cosu!ej ~m2m!f, ~A1!

where

bl
~nmnm!5~21!m~2l 11!A~n1m!! ~n2m!! ~ l 2m1m!!

~n2m!! ~n1m!! ~ l 1m2m!!

3S n n l

0 0 0D S n n l

m 2m 2m1m D . ~A2!

Equation~A2! involves the Wigner 32 j symbols, which are
defined as follows:

S j 1 j 2 j 3

m1 m2 m11m2
D 5~21! j 12 j 22m12m2D~ j 1, j 2, j 3!@~ j 11m1!! ~ j 12m1!! ~ j 21m2!! ~ j 22m2!! ~ j 31m11m2!!

3~ j 32m12m2!! #1/2(
n

~21!n@n! ~ j 11 j 22 j 32n!! ~ j 12m12n!! ~ j 21m22n!! ~ j 32 j 21m11n!!

3~ j 32 j 12m21n!! #21. ~A3!

The sum overn in the right-hand side of Eq.~A3! includes
only terms with non-negative arguments for all factorials.
The abbreviation

D~ j 1 , j 2 , j 3!

5A~ j 11 j 22 j 3!! ~ j 12 j 21 j 3!! ~2 j 11 j 21 j 3!!

~ j 11 j 21 j 311!!
~A4!

has also been used in Eq.~A3!.
Translations along thez axis, which arise in the marginal

case of a linear cluster, are treated by use of the simplified
coupling coefficients

Qmnmn
~ i ! ~r ,0,0!5dmm (

l 5un2nu

n1n

j l 1n2n~2n11!bl
~nmnm!zl

~ i !~kr !,

~A5a!

Qmnmn
~ i ! ~r ,p,0!5dmm (

l 5un2nu

n1n

~21! l j l 1n2n~2n11!bl
~nmnm!

3zl
~ i !~kr !. ~A5b!

A detailed description of the addition theorem for scalar
spherical wave functions is given in the Appendix of Ref. 18.
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Three-dimensional elastic wave scattering by a layer containing
vertical periodic fractures
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Elastic wave scattering off a layer containing a single set of vertical periodic fractures is examined
using a numerical technique based on the work of Hennionet al. @J. Acoust. Soc. Am.87, 1861–
1870 ~1990!#. This technique combines the finite element method and plane wave method to
simulate three-dimensional scattering off a two-dimensional fractured layer structure. Each fracture
is modeled explicitly, so that the model can simulate both discrete arrivals of scattered waves from
individual fractures and multiply scattered waves between the fractures. Using this technique, we
examine changes in scattering characteristics of plane elastic waves as a function of wave frequency,
angle of incidence, and fracture properties such as fracture stiffness, height, and regular and
irregular spacing. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1572139#

PACS numbers: 43.20.Gp, 43.20.Px, 43.58.Ta@DEC#

I. INTRODUCTION

Fractures in sedimentary rock can have a significant im-
pact on the production of gas and liquids in the subsurface.
These fractures often are near regularly spaced and near ver-
tical with a preferred orientation in the horizontal plane due
to regional geological stresses~Fig. 1!. The conventional ap-
proach for characterizing these fractures using seismic~elas-
tic! waves treats a fractured rock as an equivalent, homoge-
neous transversely isotropic medium with the elastic
symmetry axis aligned in the fracture-normal direction. This
methodology has been adopted by many researchers to ex-
amine the seismic properties of fractured rock in physical
experiments,1 theoretical modeling,2,3 numerical studies us-
ing the finite difference method4 and interpretation of field
data.5 A particularly important result from such research is
that a geological unit containing aligned fractures can exhibit
azimuthal anisotropy~around a vertical axis! in the velocity
and amplitude of scattered elastic waves, which can be used
for fracture detection and characterization. This effective me-
dium approach, however, neglects frequency-dependent
wave phenomena such as scattering off and wave channeling
along discrete fractures, which become increasingly impor-
tant to consider in high-resolution seismic surveys using
higher-frequency waves with wavelengths comparable to the
fracture spacing.

Understanding these frequency-dependent effects of
fractures on seismic behavior is critical for designing field
measurements and collecting data. For the surveys to cover
fractures of many scales, a broad range of frequency needs to
be employed. Conversely, if fractures of certain size range
are to be detected and characterized, a proper frequency
range that should be used in the survey needs to be known.
These measurements can be performed at many scales, rang-
ing from the well-logging~kilohertz!, single-well ~hundreds
of hertz to kilohertz!, cross-well~hundreds of hertz! to the
VSP ~vertical seismic profiling! and surface seismic~10 to

100 hertz! scales. The data should be collected using multi-
component sensors to capture the effect of fracture anisot-
ropy augmented by wave frequency and fracture scale. These
data can help to map and characterize fractures at many
scales if the frequency dependent and anisotropic effect of
fracture properties on seismic waves is understood. To this
end, numerical studies have been performed to examine
high-frequency, three-dimensional seismic~elastic! wave
scattering by fractures with a range of geometric and mate-
rial properties.

The scattering of elastic waves off individual fractures
can be simulated explicitly using a variety of numerical tech-
niques. For high-frequency wave scattering problems, the
boundary element method~BEM! has been used for its ac-
curacy in modeling the stress singularity and wave diffrac-
tions generated at the ends of fractures.6–8 Typically, the
BEM computation is performed by modeling a fracture as
internal boundaries, and a series of linear systems of equa-
tions is solved for unknown crack-~fracture-! opening dis-
placements at each frequency~frequency-domain BEM! or
time step~time-domain BEM!. Alternatively, for large-scale
problems with heterogeneous distribution of material proper-
ties in the background medium of fractures, explicit, time-
domain finite difference methods~FDM! have been used.
This is achieved by modeling individual fractures as thin
compliant, orthotropic zones with a thickness equal to a
single finite difference cell.9 Using this method, Schoenberg
et al.10 studied two-dimensional elastic wave scattering off
an elastic layer containing a large number of aligned vertical
fractures. These simulations showed that an incident com-
pressional wave can generate significantly large scattered
shear waves when the fracture spacing is on the order of the
shear wave wavelength.

However, the direct extension of the existing numerical
methods such as the BEM and FDM to three-dimensional
fractured systems, which is necessary for studying the azi-
muthal anisotropy of scattered waves, is still difficult and not
commonly performed. This is primarily because the BEM
requires a large computing time to solve multiple, linear sys-a!Electronic mail: snakagawa@lbl.gov
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tem of equations with a large, densely populated system ma-
trix while the size of available computer memory limits the
size of problems solvable using the FDM.

In this paper, we show that if the aligned fractures in a
single horizontal layer are periodic and extend infinitely in
one of the horizontal directions, the three-dimensional scat-
tering of elastic waves off these fractures can be examined
by using an efficient numerical technique that involves only
a two-dimensional finite element mesh. The method is based
on the numerical technique developed by Hennionet al.11

and Hlakdy-Hennion and Decarpigny12 for acoustic~pres-
sure! wave scattering by heterogeneous, periodic, and elastic
structures. By extending this technique to incident elastic
waves, we compute frequency domain responses and subse-
quently time domain seismograms of plane elastic waves
scattered from the periodic, two-dimensional fractured struc-
ture for arbitrary angles of incidence.

II. THEORY

A. 3D wave scattering by a 2D periodic structure

In this paper, we examine the scattering of incident
plane waves by an array of vertical fractures that extends
infinitely in a single horizontal direction within an elastic
layer ~Fig. 2!. The fractured layer is divided into an array of
periodic cells in thex, z plane, with a thicknessLz and a
width Lx . The Cartesian coordinate system used throughout
this paper is defined in the figure with thez direction point-
ing downward parallel to the fractures and thex direction
parallel to the fracture-normal direction. The geometry of
such a model is characterized by the continuous translational
symmetry in they direction, and the discrete translational
symmetry with a periodLx in the x direction. The homoge-
neous half-spaces above and below the fractured layer are
denotedV2 andV1 , respectively. A single unit cell within
the fractured layer, which can be heterogeneous, is denoted
V0 , and the surrounding boundaries are defined asGz1

[V1ùV0 andGz2[V2ùV0 , and the periodic boundaries
on the sides areGx2[V0 (x50) and Gx1[V0 (x5Lx).
The numerical technique shown in the following sections
models the homogeneous domainsV2 andV1 using plane
wave theory, and the fractured domainV0 using the finite
element method~FEM!.

B. Elastic plane wave propagation in a homogeneous
domain

In an isotropic and homogeneous elastic medium withP
~compressional! and S ~shear! wave velocitiesCP and CS ,
respectively, and material densityr, the particle displace-
ment of monochromatic plane waves with a frequencyv
propagating in the down-going~positive-z! direction is given
by

u15F ux

uy

uz

G
5@ v̂SvaSv

1 eikz
Sz1 v̂ShaSh

1 eikz
Sz1 v̂PaP

1eikz
Pz#ei ~kxx1kyy2vt !

5F kx /k 2ky /k 0

ky /k kx /k 0

0 0 1
GF 2kz

S/kS 0 k/kP

0 1 0

k/kS 0 kz
P/kP

G
3F eikz

Sz 0 0

0 eikz
Sz 0

0 0 eikz
Pz

G F aSv
1

aSh
1

aP
1
Gei ~kxx1kyy2vt !

[RTU1E1~z!a1ei ~kxx1kyy2vt !, ~1!

wherekz
P5AkP

2 2k2 andkz
S5AkS

22k2 are the vertical com-
ponents ofP- andS-wave wave-number vectors with ampli-

FIG. 1. Near-parallel vertical fractures in sandstone. Chaco Canyon, NM.

FIG. 2. A model fractured medium containing periodic fractures. The het-
erogeneous layer containing fractures~domainV0) is modeled using FEM
and the bounding homogeneous half-spaces (V1 andV2) are modeled by
the plane wave method.
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tudeskP andkS , respectively,k is the horizontal wave num-

ber given byk5Akx
21ky

2 where kx and ky are thex- and
y-direction wave numbers each of which is preserved when
the wave is scattered by a horizontal boundary. ‘‘i’’ in the
exponent isA21. R is the rotation matrix around thez axis,
and the superscriptT indicates the matrix transposition.R
rotates the unit particle motion vectorsv̂Sv , v̂Sh, andv̂P for
the three independent wave modes to each column vector in
the matrixU1. ComponentsaSv

1 , aSh
1 , andaP

1 of the column
vectora1 corresponding to these vectors give the amplitude
of individual wave modes, and each mode type is denoted in

the subscript, i.e.,P for the P wave,Sh for the horizontally
polarizedS wave, andSv for the remaining component of
the S wave. Superscript ‘‘1’’ indicates down-going waves.
Three stress components on a horizontal plane are computed
by

s15F sxz

syz

szz

G5RTS1E1~z!a1ei ~kxx1kyy2vt !, ~2!

where the matrixS1 is obtained by applying the elastic
Hooke’s law to Eq.~1!,

S1[ ivrCSF 2@122~k/kS!2# 0 2kkz
P/~kSkP!

0 kz
S/kS 0

2kkz
S/kS

2 0 @122~k/kS!2#•kS /kP

G . ~3!

For plane waves propagating in the up-going~negative
z! direction, the displacement and stress are obtained by
changing the signs ofkz

P andkz
S in Eqs.~1!–~3!.

C. Finite element method for the fractured domain

For the domain containing fractures, the FEM is used to
model the displacement and stress fields that can be highly
complex due to the scattering of waves. The variational
equation of three-dimensional, elastodynamic problems for
monochromatic wave propagation can be written as13

E
V
wi , jCi jkl uk,l dV2v2E

V
wird i j uj dV2E

V
wibi dV

2E
S
wit i dS50 ~ i , j ,k,l 5x,y,z!, ~4!

whereuj and wi are the displacement and virtual displace-
ment,bi andt i are the body force and surface traction,d i j is
the Kronecker delta andCi jkl is the fourth-rank tensor of
elastic moduli. The summation rule applies to the repeated
indices in the above equation and the rest of the equations in
this section. The domain of integration in space and the do-
main boundary are denotedV andS, respectively. It is noted
that the volumetric integrals in the first and the second terms
represent the virtual strain energy and kinetic energy, respec-
tively, and the third and fourth terms are the external virtual
work done by the body force and the surface traction.

Because of the continuous translational geometric sym-
metry in the y direction and of the monochromatic plane
incident waves, terms dependent on the parametersy andv
are both factored out of the displacement and force variables
uj , wi , bi , andt i . For example,uj andwi can be expressed
as

uj~x,y,z,t !5uj~x,z!ei ~kyy2vt !, ~5!

wi~x,y,z,t !5wi~x,z!ei ~kyy2vt !. ~6!

‘‘ i’’ ( 5A21) in the exponent should not be confused with
the indices ‘‘i’’ ( 5x,y,z) in the subscript. We introduce the
following variables for later use:

ũk,l5H uk,l~x,z!, l 5x,z,

iky•uk~x,z!, l 5y,
~7!

w̃i , j5H wi , j~x,z!, j 5x,z,

iky•wi~x,z!, j 5y,
~8!

whereiky5A21ky . When these expressions are introduced
into Eq.~4!, by denoting the two-dimensional domainV and
boundaryG corresponding to the three-dimensional domain
V and boundaryS,

e2 ivtE e12ikyy dy•F E
V

w̃i , jCi jkl ũk,l dV

2v2E
V

wird i j uj dV2E
V

wibi dV2E
G
wit i dGG50.

~9!

Because of the periodicity, the integration in they direction
can be taken for a single period, i.e.,@0,2p/ky#. The time-
and y-coordinate-dependent terms can be dropped off the
equation, and the variational equation becomes

E
V

w̃i , jCi jkl ũk,l dV2v2E
V

wird i j uj dV

5E
V

wibi dV1E
G
wit i dG. ~10!

We model fractures explicitly as internal boundaries
with surface traction. The stress singularity arising at the
ends of the fractures is treated by using the distorted mesh
~quarter-node mesh! technique.14,15 The work term for the
boundaries~the second term on the right-hand side of the
equation! can be divided into three parts, one for the external
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boundaryGext and the other two for the fracture surfacesG f 1

andG f 2 .

E
G
wit i dG5E

Gext

wit i dG1E
G f 1

wi
1s i j

1nj
1 dG

1E
G f 2

wi
2s i j

2nj
2 dG. ~11!

The two opposing surfaces of the fracture are labeled with
subscripts ‘‘1’’ and ‘‘ 2’’ and have unit normal vectorsnj

1

andnj
2 , respectively. Using these vectors, we wrote the trac-

tions in terms of the stress componentss i j
1 and s i j

2 . The
superscripts on the variables are to emphasize the surface of
the fracture on which the variables are defined. Because we
assume mathematical fractures that have no thickness, the
geometry of the two surfaces is identical, which results in
G f 15G f 2[G f andnj

252nj
1 . Therefore,

E
G
wit i dG5E

Gext

wit i dG1E
G f

wi
1s i j

1~2nj
2!dG

1E
G f

wi
2s i j

1nj
2 dG. ~12!

For small displacement and stress introduced by wave
propagation, boundary conditions on the fracture~the linear
slip or displacement-discontinuity boundary conditions! can
be stated as

s i j
15s i j

2[s i j , ~13!

s i j nj
25t i

25k i j ~uj
12uj

2!, ~14!

wherek i j is the fracture stiffness tensor.16,17 Using these re-
lationships, the Eq.~12! becomes

E
G
wit i dG5E

Gext

wit i dG2E
G f

~wi
12wi

2!k i j ~ui
12ui

2!dG.

~15!

The second term on the right-hand side of the equation can
now be seen as the internal virtual work~strain energy!
stored in the fracture. By introducing Eq.~15! into Eq. ~10!,
the variational equation becomes

E
V

w̃i , jCi jkl ũk,l dV1E
G f

~wi
12wi

2!k i j ~ui
12ui

2!dG

2v2E
V

wird i j uj dV2E
V

wibi dV2E
Gext

wit i dG50.

~16!

This equation is discretized using a nodal displacement vec-
tor U and a virtual nodal displacement vectorW.13 In vector
notation, the discrete form of the equation is

WT~KbU1K fU2v2MU2F!50, ~17!

whereKb , K f , andM are the FEM bulk stiffness, fracture
stiffness, and mass matrices, respectively, andF is the FEM
load vector, corresponding to each domain and boundary in-
tegral in the variational equation. BecauseWT is for arbitrary
virtual displacement, it can be dropped and

KU[~Kb1K f2v2M !U5F. ~18!

This is the finite element equation that is solved for unknown
nodal displacement. Because the system stiffness matrixK
and the load vectorF are computed from numerical integra-
tions within and along the two-dimensional domainV, the
FEM mesh required for this computation is two-dimensional
although each node has three degrees of freedom in displace-
ment ~e.g., Fig. 3!.

D. Coupling between plane wave fields and FEM
mesh

Hannionet al.11 have given a detailed description of the
method to couple plane acoustic wave fields and an FEM
mesh. Here, we present their method for the elastic case.

Because of the discrete translational symmetry~period-
icity! in the x direction and the plane incident waves, the
scattered wave field within the half-spacesV2 andV1 can
be expressed by a superposition of an infinite series of plane
waves with discretex-direction wave numbers. In order to
solve the problem numerically, this series is truncated at a
finite numberM. Therefore the wave number for thenth
mode is given by knx5k0x12p(n/Lx) (n52M ,2M

FIG. 3. An example of FE mesh used for computing the wave scattering by
equally spaced~4 m spacings!, 8 m tall fractures. Both mesh refinement and
the distorted mesh~quarter-node! techninque were applied to the ends of the
fracture.

3015J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Nakagawa et al.: Three-dimensional elastic wave scattering



11,...,0,...,1M ), wherekx0 is thex-direction wave number
for an incident plane wave, which we previously denotedkx .
In this study, the series truncation numberM was determined
so that the total number of the modes 2M11 is equal to the
number of FEM nodes along the boundariesGz1 andGz2 .

We first examine the plane wave field in the domainV1

along the boundaryGz1 . Since only down-going waves exist
in this domain, the displacement and stress are

u15 (
n52M

1M

Rn
TUn

1an
1eiknxx, ~19!

s15 (
n52M

1M

Rn
TSn

1an
1eiknxx, ~20!

whereRn
T , Un

1 , Sn
1 , andan

1 are obtained by substitutingk,
kz

P , andkz
S in Eqs.~1!–~3! by wave numbersknx , knz

P , and
knz

S of corresponding modes. The dependency on the term
ei (kyy2vt) is understood and dropped from Eqs.~19!, ~20!,
and the following derivations. Also, without losing general-
ity, the origin of thez coordinate is defined onGz1 , which
has eliminatedE1(z50)5E ~identity matrix! from the
equations.

Within the FEM domainV0 along Gz1 , a similar de-
composition of the displacement field can be obtained from a
truncated Fourier series,

u15 (
n52M

1M

cn
1eiknxx, ~21!

where the coefficient vectorscn
1 can be computed from the

displacement alongGz1 by

cn
15

1

Lx
E

2Lx/2

1Lx/2

u1~x!e2 iknxx dx. ~22!

From term-by-term comparison between Eqs.~19! and ~21!,
coefficient vectorsan

1 can be expressed viacn
1 as an

1

5(Un
1)21Rncn

1 . By introducing this relationship into Eq.
~20!, the stress~or traction! along the boundary can be com-
puted by

s15 (
n52M

1M

Rn
TSn

1~Un
1!21Rncn

1eiknxx. ~23!

This relationship is important because it explicitly gives the
traction along the boundary via displacement, hence elimi-
nating the necessity for the unknown parameters of the plane
wave field withinV1 .

We now write Eq. ~23! via nodal displacement. The
boundary displacement and traction~or stress! can be ex-
pressed by their nodal values as

ue
1~x!5(

I 51

Nnx

NeI~x!u1eI, ~24!

te
1~x!~5s1!5(

I 51

Nnx

NeI~x!s1eI, ~25!

where the summation is performed only for the boundary
nodes along a single elemente, and NeI(x) are the shape
functions for nodesI (I 51,2,...,Nnx). u1eI ands1eI are the
nodal displacement and stress. The displacement along the
boundary is given by a union of the displacement for each
element as

u1~x!5 ø
e51

Nex

ue
1~x!, ~26!

whereNex is the number of elements alongGz1 . Therefore
the coefficient vectorscn

1 in Eq. ~23! are computed from Eqs.
~22! and ~26! as

cn
15

1

Lx
(
e51

Nex

e2 iknxxeE
2he/2

he/2

ue
1~x8!e2 iknxx8 dx8

5
1

Lx
(
e51

Nex

e2 iknxxe(
I 51

Nnx E
2he/2

he/2

NeI~x8!e2 iknxx8 dx8 u1eI

[An
1U1, ~27!

wherehe is the width of each elemente (e51,2,...,Nex), xe

is thex coordinate of the element center, andU1 is a column
vector containing the nodal displacement vectors along the
boundary.x8 indicates the local coordinate defined around
xe (2he/2<x8<he/2). For the special case when the width
of the elements along the boundary is constant ([h) and
Nnx53, the matrixAn

1 becomes

An
15@un11

1 E un12
1 E ~un13

1 1un21
1 !E un22

1 E ~un23
1 1un31

1 !E¯unNex3
1 E#, ~28!

whereE is the 333 identity matrix and

uneI
1 [

h•e2 iknxxe

Lx
E

2h/2

1h/2

NI~x8!e2 iknxx8 dx8. ~29!

The nodal forces on an elemente along the boundary
Gz1 are computed by

feI
15E

2he/2

he/2

NeI~x8!te
1~x8!dx8, ~30!

where te
1 (5s1) is the boundary traction computed using

the plane wave solutions. From Eqs.~23! and ~27!, these
forces can be computed from the nodal displacements on the
boundary as

feI
15eiknxxe (

n52M

M E
2he/2

he/2

NeI~x8!eiknxx8 dx8

•Rn
TSn

1~Un
1!21RnAn

1U1. ~31!
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Therefore, the load vector containing nodal force vectors
along the boundary is given as a linear function of the nodal
displacement. Again, whenhe5h andNnx53, this is

F15@ f11
1 T f12

1 T ~ f13
1 T1f21

1 T! f22
1 T ~ f23

1 T1f31
1 T!¯fNex3

1 T#T

5Lx (
n52M

1M

~An
1!* Rn

TSn
1~Un

1!21RnAn
1U1[D1U1, ~32!

where the superscript ‘‘* ’’ indicates transposition and com-
plex conjugation of the matrix.

We now discuss the boundaryGz2 for which the effect
of the incident wave needs to be considered. Equations cor-
responding to Eqs.~19! and ~20! for the displacement and
stress are

u25 (
n52M

1M

Rn
TUn

2an
2eiknxx1R0

TU0
1aInce

ik0xx, ~33!

s25 (
n52M

1M

Rn
TSn

2an
2eiknxx1R0

TS0
1aInce

ik0xx, ~34!

respectively, whereaInc is a column vector containing the
complex amplitude of an incident plane wave. Again,E2

was dropped from Eqs.~33! and ~34! by defining the origin
of thez axis on the boundaryGz2 . From the Fourier expan-
sion of the displacement as in Eq.~21!, Eq. ~33! yields the
relationships

cn
25Rn

TUn
2an

2 , nÞ0, ~35!

c0
25R0

T~U0
2a0

21U0
1aInc!, ~36!

wherean
2 is the amplitude vector for thenth reflected wave.

Un
2 and Sn

2 are obtained by changing the signs of the
z-direction wave numbers, i.e.,1knz

P →2knz
P and 1knz

S

→2knz
S , in the definitions forUn

1 and Sn
1 . By eliminating

the unknown reflected plane wave amplitudesan
2 using Eqs.

~35! and ~36!, Eq. ~34! becomes

s25 (
n52M

1M

Rn
TSn

2~Un
2!21RnAn

2Ub
2eiknxx

1R0
T@S0

12S0
2~U0

2!21U0
1#aInce

ik0xx, ~37!

where An
2 is also defined by changing the signs of wave

numbers inAn
1 . Finally, the load vector can be obtained

through the same procedure as forF1 but with te
252s2,

yielding

F25D2U21F̄, ~38!

whereF̄ is the known term~incident wave term! arising from
the second term on the right-hand side of Eq.~37!. Terms
containing unknown nodal displacement vectorsU1 andU2

in Eqs.~32! and~38! are absorbed into the stiffness matrix of
the FEM equation~18! during the assembly of the matrix.

E. Periodic boundary and matrix condensation

Along the boundariesGx2 and Gx1 , dynamic periodic
boundary conditions are applied by using the Floquet–Bloch
theory. If the finite element matrix equation~18! is rear-
ranged as

F K11 K12 K13

K21 K22 K23

K31 K32 K33

G FU1

U2

U3

G5F F̄1

F2

F3

G , ~39!

where subscript ‘‘1’’ denotes nonperiodic displacement and
force vectors, and ‘‘2’’ and ‘‘3’’ indicate periodic displace-
ment and load vectors on boundariesGx2 andGx1 , respec-
tively. Submatrices relating these vectors are given by
K i j ( i , j 51,2,3). The ‘‘bar’’ on the load vectorF1 indicates
that this is a known term. It is noted that this equation is
underdetermined, and additional constraints~boundary con-
ditions! need to be applied. The dynamic periodic boundary
condition leads to the following relationships between nodal
displacement and traction on the boundariesGx2 andGx1 as

U35U2e1 ik0xLx, ~40!

F252F3e2 ik0xLx. ~41!

Using these relationships, the matrix equation~39! can be
condensed as

F K11 K121K13e
1 ik0xLx

K211K31e
2 ik0xLx K221K23e

1 ik0xLx1K32e
2 ik0xLx1K33

G
3FU1

U2
G5F F̄1

0 G . ~42!

This is the FEM equation that is solved to obtain complex
displacements on the FE mesh for a given combination of an
incident wave frequencyv and horizontal wave numberskx

and ky . From the displacement along the boundariesGx2

and Gx1 , cn
2 and cn

1 can be computed using relationships
such as in Eq.~27!, and subsequently, the plane wave ampli-
tude coefficientsan

2 and an
1 are obtained@e.g., from Eqs.

~35! and~36!#. Finally, the displacement and stress fields for
domains V2 and V1 are computed by superposition of
plane waves with a range of discrete horizontal wave num-
bers@Eqs.~19!, ~20!, ~33!, and~34!#.

Using this hybrid technique, the elastic wave field within
and outside the layer containing periodically spaced fractures
can be computed for an incident plane wave. Figure 4 shows
snapshots of a compressional wave propagating across a pe-
riodically fractured layer as cubes cut out of three-
dimensional wave fields. Only the vertical~z! component of
displacement is shown. In this particular model, the fracture
spacingh is 4 m, the heightH is 8 m, and the stiffness is
zero, i.e., completely open fractures. Except for the fractures,
the entire field is isotropic and homogeneous withP- and
S-wave velocities of 3000 m/s and 1731 m/s, respectively,
and the material density of 2100 kg/m3. The incident planeP
wave has an azimuthal angle of 45°~measured from thex
axis around the verticalz axis! and a dip angle of 60°~mea-
sured from the horizontal plane!, and is a Ricker wavelet of
unit amplitude, with the central frequency of 444 Hz~the
wavelength to fracture spacing ratiolP /h51.69). The com-
plex scattering behavior of the waves gives rise to the local-
ized and trapped energy within the fractured layer as seen in
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Fig. 4. The time-retarded radiation of this energy back to the
upper half-space manifests itself as the reverberation~coda!
in measured reflection seismograms which we will discuss in
detail in the following section.

III. EXAMPLES

A. Numerical model

For the remainder of this paper, we examine the scatter-
ing of an incident plane elastic wave by a single layer con-
taining an array of plane parallel, periodically spaced frac-
tures using the hybrid numerical technique developed in the
preceding section. The analysis focuses on the reflection of
an incidentP wave by a fractured layer. Also, the back-
ground medium of the fractured layer is assumed to have the
same properties as the surrounding homogeneous half-spaces
~i.e., density 2100 kg/m3 andP- andS-wave velocities 3000
m/s and 1731 m/s!.

The hybrid plane wave–FEM method allows us to
propagate a plane wave with arbitrary angles of incidence
upon the fractured layer. By numerically simulating the scat-
tering of plane waves propagating at a range of incidence
angles, we can examine approximately the changes in the
characteristics of reflected waves radiated far from a point
source. In applications such as surface seismic surveys for oil
and gas exploration, seismic sources and receivers are often
located on a surface parallel or near parallel to the fractured
layer, and their relative distance and orientation are changed
to probe fractures at different depths and orientations. To
simulate this, we place a source and receiver pair on a single
plane 100 m above the top of the fractured layer and change
their locations symmetrically around a vertical axis on the

plane. This results in changes in both azimuthal and dip
angles~u andf! of incident waves~Fig. 5!.

To minimize numerical dispersion, the central frequency
of Ricker wavelets used as incident pulses was chosen such
that there were at least 10 nodes of FE mesh perS-wave
wavelength. Although the FE meshes used for this study
were rather coarse~for example, a mesh consisting of 4312
elements of 1 m31 m-size, 8-node quadrilateral serendipity
elements with the mesh refinement near the fracture tips was
used for equally spaced, 8 m tall fractures as shown in Fig.
3!, the computed wave forms were in close agreement with
the results obtained using finer meshes~e.g., 8324 element
model!. We also checked the accuracy of the hybrid method
using an accurate, two-dimensional frequency domain elas-
todynamic boundary element~BE! method.7 In this exercise,
the two methods were compared for waves propagating
along thex, z plane. Because only a finite number of frac-
tures was used in the BE model due to computational limi-
tations, the BE results showed less coda than the results of
the hybrid method that assumes an infinite series of fractures.
However, early-time wave forms computed at locations near
the fractures showed good agreement, indicating that the
scattering of waves by individual fractures can be modeled
accurately by the hybrid method.

The primary parameters used for the simulations are~1!
the central frequency of incident Ricker wavelet~‘‘low’’ 111
Hz and ‘‘high’’ 332 Hz, corresponding toP-wave wave-
lengths of 27.1 m and 9.03 m!, ~2! fracture stiffness~for both
normal and shear stiffnesses ‘‘soft’’ 7.873109 Pa/m and
‘‘stiff’’ 15.7 3109 Pa/m, corresponding to normal incident
P-wave transmission coefficients of 0.96 and 0.99 at 111 Hz,
and 0.77 and 0.92 at 332 Hz!, ~3! fracture height~‘‘short’’ 8
m and ‘‘tall’’ 16 m!, and~4! irregularity of the fracture spac-
ing ~either regular 4 m intervals or irregular, alternating 3 m
and 5 m intervals!. Because there are still a large number of
possible combinations among these parameters, only several
illustrative examples of the results are presented in the fol-
lowing sections.

FIG. 4. Three-dimensional snapshots of plane waves propagating through a
layer containing equally spaced parallel open fractures. The incident wave is
a P wave ~Ricker wavelet! with a wavelength approximately 1.7 times the
fracture spacing.

FIG. 5. Source–receiver configuration for the numerical simulations. The
locations of the source and the receiver are changed symmetrically around a
single vertical axis going through a fracture. For specifying the dip~u! and
azimuthal~f! angles, the point of reflection on the fractured layer is as-
sumed to be located slightly~2 m! above the top ends of the fractures that
are 100 m below the source-and-receiver level.
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B. Wave forms as a function of incidence angles

For regularly spaced, ‘‘soft’’ 8 m tall fractures, the wave
forms of reflected waves for a unit-amplitude incidentP

wave were computed for a range of dip and azimuthal
angles. Thez, t ~source–receiver azimuth direction! and r
~source–receiver offset direction! components of the particle
displacement, as defined in Fig. 5, are shown in Figs. 6~a!

FIG. 6. z-, r-, and t-component seismograms computed for the ‘‘low-frequency’’ cases~a! and the ‘‘high-frequency’’ cases~b!. Angles of incidence~u, dip
angle;f, azimuthal angle! are indicated on the right edge of the plots. For the ‘‘low-frequency’’ cases, arrivals of three wave modes are clearly seen~indicated
asP, Sv, andSh below the wavelets for theu530° cases!. For the ‘‘high-frequency’’ cases, multiple scattering~coda! dominates the seismograms andP and
Sv waves are difficult to distinguish.
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and ~b! for both ‘‘low’’ and ‘‘high’’ frequency incident
waves. The wave forms were computed at every 15° of in-
crement in both dip and azimuthal angles. However, because
the FEM system stiffness matrix becomes singular and the
numerical code becomes unstable for the azimuthal angle of
90°, wave forms for 89.5° are shown instead. The direct
waves were ‘‘muted’’ from the computed seismograms.

For the low-frequency case, the clear first arrivals in the
z- and r-component seismograms are the reflectedP waves
that are followed by convertedS waves. Using the notations
in the theory, theseSwaves in thez andr components are the
Sv waves, andSwaves in thet component are theShwaves.
Reflections from the top and the bottom of the fractured
layer are overlapping and difficult to distinguish from each
other. With decreasing dip angle~measured from the hori-
zontal plane! and increasing the source–receiver distance,
amplitudes of the reflected waves increase significantly, mak-
ing the detection of the fractured layer easier. An increase in
the azimuthal angle~measured from thex axis! results in
decreases in bothP- and S-wave amplitudes. In particular,
the amplitude of reflectedSv wave vanishes when the inci-

dent direction is parallel to the fractures. This can be ex-
plained by the source–receiver reciprocity: because no re-
flection of P waves~or S waves! occurs for an incidentS
wave with particle motion parallel to the fractures, when the
source and the receiver are swapped, no reflection ofSwaves
occur for an incidentP wave. TheSh component exhibits
finite amplitudes at intermediate azimuthal angles because of
the azimuthal anisotropy of the fractured layer, as shown by
Schoenberget al.2

For the high-frequency case, reflected waves show the
same behavior as the low-frequency case. However, each
arrival of the primary reflections is followed by coda that last
for an extended period of time. Amplitudes of these coda
compared to the leading, primary pulses are typically larger
for smaller dip angles~i.e., larger incidence angles!. We ex-
amine the behavior of coda more in detail in the following
section.

C. Azimuthal variations of wave forms

From Figs. 7~a!–~e!, azimuthal gathers of the
z-component wave forms at a dip angle of 45° are shown for

FIG. 7. ~a! ‘‘Low-frequency’’ wave forms for ‘‘soft, short and regular’’ fractures.~b! ‘‘High-frequency’’ wave forms for ‘‘soft, short and regular’’ fractures.
~c! ‘‘High-frequency’’ wave forms for ‘‘stiff, short and regular’’ fractures.~d! ‘‘High-frequency’’ wave forms for ‘‘soft, long and regular’’ fractures.~e!
‘‘High-frequency’’ wave forms for ‘‘soft, short and irregular’’ fractures. Azimuthal changes in thez-component wave forms of reflected waves for the
incidence dip angle ofu545°. Direct arrivals~incident waves! are not shown. For comparison, predictions by the static effective medium approximation are
shown in dotted lines.
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fractures with a range of properties. Within each plot, solid
lines are computed using the hybrid technique, and the dot-
ted lines are obtained by applying the static effective me-
dium approximation to the fractured layer. In this approxi-
mation, the transversely isotropic elastic moduli of the layer
containing fractures are computed by adding the compliance
of the fractures to the matrix compliance.18

For the low-frequency case shown in Fig. 7~a!, results of
the hybrid method and the effective medium approximation
are in excellent agreement. However, the development of
coda results in significant differences in the wave forms for
the high-frequency cases@Fig. 7~b!#. It is noted that the first-
arriving part of the reflectedP waves shows rather good
agreement between the two methods. However, for small azi-
muthal angles, the distortion of the latter part of the first-
arriving wavelet corresponding to the layer-bottom reflection
results in an increase in mismatch between the wave forms.
TheS-wave parts in the seismograms are difficult to identify
because the amplitude of coda caused by the incidentP wave
is overwhelmingly large.

An increase in the fracture stiffness results in decreases
in the amplitudes of reflected waves@Figs. 7~b! and~c!#. The
relative effect is larger for the coda part of the wave, result-
ing in the first-arriving part of theP waves becoming easier
to identify from the rest of the wave forms.

The simulations show that the relative amplitude of coda
be reduced for the ‘‘taller’’ fractures as shown in Fig. 7~d!
@compare with Fig. 7~b!#. For this case, theP-wave reflection
from the bottom of the layer is now clearly separated from
the reflection from the top. Although the first-arriving parts
of the individual reflections show good agreement with the
static theory, the later-arriving parts of the wavelets shows
significant discrepancies. The decrease in coda amplitude
may result because longer fractures increase the forward
scattering of an incident wave,19 which reduces the contribu-
tions to the coda by waves scattered by distant fractures.

The periodic geometry and material properties of the
fractures can be ‘‘perturbed’’ by modeling multiple fractures
with a range of properties within a single periodic cell. Here
we examine only the case for perturbed fracture spacing. In
Fig. 7~e!, wave forms are computed for periodic but irregular
fracture intervals alternating between 3 m and 5 m incon-
trast to the regular 4 m intervals in Fig. 7~b!. All other pa-
rameters are identical. Although the effect is not as strong as
the ‘‘stiff’’ and ‘‘tall’’ fractures, the relative amplitude of the
coda was, again, reduced compared to the reference case in
Fig. 7~b!. This decrease is due to the destructive interference
between scattered waves due to the less ordered geometry of
the fractures. It is interesting to note that the first-arriving
part of the reflectedP waves are well approximated by the
static effective medium theory shown by the dotted lines
even for small azimuthal angles. This was also observed for
the ‘‘stiff’’ fracture case in Fig. 7~c!.

D. Azimuthal variations of spectra

For the wave forms shown in the preceding section, it is
difficult to identify the azimuthal anisotropy due to the frac-
tures using the complicated, seemingly random wave forms

of the scattered high-frequency waves. To identify any con-
sistent trends in the multiple scattering or resonance struc-
tures of the wave forms, we computed the amplitude spectra
of the wave forms shown in Figs. 7~b!–~e! excluding the

FIG. 8. ~a! Frequency response for ‘‘soft, short and regular’’ fractures.~b!
Frequency response for ‘‘stiff, short and regular’’ fractures.~c! Frequency
response for ‘‘soft, long and regular’’ fractures.~d! Frequency response for
‘‘soft, short and irregular’’ fractures. Spectra of wave forms shown in Figs.
6~b!–~e! normalized by the incident wave spectra. All plots exhibit a trend
that shows shifts of spectral peaks~as indicated by solid triangles! and
valleys to higher frequencies with increasing azimuthal angle.
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direct waves. Each spectrum@Figs. 8~a!–~d!# was normalized
by the spectra of the incident wave. Spectra for wave forms
computed using the static effective medium approximation
are overlaid in dotted lines.

A comparison between the spectra computed by the hy-
brid plane wave-FEM method and the effective medium
theory show that the results start to deviate at frequencies
near 200 Hz corresponding to the fracture interval toP-wave
wavelength ratio ofh/lP;1/4. In contrast, the sharp peaks
in the spectra that contribute to the coda in the wave forms
appear at frequencies above 300 Hz (h/lP.0.4) for the
regularly spaced fractures, and above 150 Hz (h/lP.0.2)
for the irregularly spaced fractures, indicating a strong cor-
relation between the periodicity of the fracture interval and
the coda frequency.

Also, for periodic fractures with regular spacings@Figs.
8~a!, ~b!, and~c!#, the spectral profiles show a clear trend that
shows upward shifts of the peaks~as indicated by solid tri-
angles! with azimuthal angle. This trend becomes less obvi-
ous for irregular intervals@Fig. 8~d!#, but still noticeable
changes as a function of azimuthal angle are present. The
regularly spaced notches in the spectra are possibly caused
by the tuning effect of the layer because they can be ob-
served for both hybrid and effective medium computations,
and also, the intervals of notches are shorter~approximately
half! for the ‘‘tall’’ fractures @Fig. 8~c!#. These notches show
the same shifting behavior as the spectral peaks although the
changes in frequency are smaller. These characteristics of the
spectra of reflected waves can be used as a diagnostic tool
for detecting and characterizing a layer of parallel vertical
fractures in the subsurface.

IV. CONCLUSIONS

In this paper, we presented an efficient numerical tech-
nique for examining the three-dimensional scattering of
plane elastic waves by periodic, two-dimensional structures
containing fractures. Using this method, we studied the
changes in the characteristics of reflection seismograms as a
function of incidence angle, wave frequency, and fracture
parameters including fracture height, spacing, and stiffness.

For an incident low-frequencyP wave, the results of the
static effective medium approximation and the explicit simu-
lations by our method were identical. This was somewhat
surprising for us because the fractures have a finite height
that is relatively small compared to the wavelength, even
though the effective medium approximation assumes frac-
tures with an infinite height. For an incident high-frequency
wave, the results showed that the scattering from individual
fractures and multiple reflections between fractures results in
strong reverberations~coda! in seismograms for high-
frequency waves. These reverberations indicate the presence
of the fractures with spacings similar to the wavelength of
the probing waves, and the magnitude of the reverberation is
sensitive to both geometry and the stiffness of the fractures.
To delineate the contribution of each effect quantitatively,
however, further extensive parametric studies should be per-
formed.

Unlike the low-frequency case, the reverberations in the
high-frequency seismograms can obscure the azimuthal an-
isotropy of seismic signatures such as amplitude anisotropy
of the scatteredSh andSv waves. We demonstrated that for
periodic, regular and near-regular fracture spacings, system-
atic changes can occur in the spectral profiles of high-
frequency seismograms as a function of azimuthal angle,
which can be an alternative diagnostic tool for identifying
the fracture orientations.

Although only limited and simple cases were examined
in this paper, we emphasize that more realistic, complex ge-
ometry and material properties, such as heterogeneous layer-
ing, nonplanar fractures, nonuniform fracture stiffness, can
be modeled by modifying the FEM mesh for the unit cell.
Thus, this technique provides computationally inexpensive
solutions for studying the fundamental characteristics of
elastic waves scattered by aligned fractures without resorting
to extensive three-dimensional computations.
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When sound propagates in a lossy fluid, causality dictates that in most cases the presence of
attenuation is accompanied by dispersion. The ability to incorporate attenuation and its causal
companion, dispersion, directly in the time domain has received little attention. Szabo@J. Acoust.
Soc. Am.96, 491–500~1994!# showed that attenuation and dispersion in a linear medium can be
accounted for in the linear wave equation by the inclusion of a causal convolutional propagation
operator that includes both phenomena. Szabo’s work was restricted to media with a power-law
attenuation. Waterset al. @J. Acoust. Soc. Am.108, 2114–2119~2000!# showed that Szabo’s
approach could be used in a broader class of media. Direct application of Szabo’s formalism is still
lacking. To evaluate the concept of the causal convolutional propagation operator as introduced by
Szabo, the operator is applied to pulse propagation in an isotropic lossy medium directly in the time
domain. The generalized linear wave equation containing the operator is solved via a
finite-difference-time-domain scheme. Two functional forms for the attenuation often encountered
in acoustics are examined. It is shown that the presence of the operator correctly incorporates both,
attenuation and dispersion. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1572143#

PACS numbers: 43.20.Hq, 43.20.Bi, 43.30.Es@LLT #

I. INTRODUCTION

Wave propagation in a lossy medium is usually accom-
panied by dispersion~i.e., except for specific cases, a lossy
medium is a dispersive medium!. Pulse propagation in such a
medium is usually modeled by synthesizing the signal via a
Fourier transform of the continuous wave results. On the
other hand, experimental measurements are usually carried
out using pulses of finite bandwidth. Therefore, direct mod-
eling in the time domain is highly desirable. Previous efforts
to include attenuation in the time domain have been carried
out mainly in the field of nonlinear acoustics. Most of these
methods resort to a form of the parabolic approximation, are
restricted to specific functional form for the attenuation, and
rely on the hybrid approach of going to the frequency do-
main to calculate the causal attenuation term. An exception is
the work by Tavakkoliet al.1 In that work arbitrary absorp-
tion and dispersion are allowed directly in the time domain
while not invoking a parabolic approximation. It is based on
the use of a second-order operator splitting algorithm. Re-
cently, Szabo2 proposed a way to include attenuation and
dispersion effects into the linear wave equation directly in
the time domain through the so-calledcausal convolutional
propagation operator. Szabo’s operator was defined in the
context of a lossy media obeying a frequency power law
attenuation. More recently, Waterset al.3 showed that it
could be used for a broader class of media. However, direct
validation of the theory is still lacking. The operator carries
information on both, attenuation and dispersion in a linear

medium in the time domain. Hence, it is ideal for use in
numerical solutions of the wave equation for pulse propaga-
tion in lossy media via the finite-difference-time-domain
~FDTD! technique. On the other hand, in the frequency do-
main, wave propagation occurring in a weakly dispersive
media implies that the real and imaginary components of the
complex wavenumber are Hilbert transforms of each other.
This is usually expressed through the Kramers–Kro¨nig
~K-K ! relations.4,5 Analogous expressions were derived by
Szabo2 for use in the time domain. In this work Szabo’s
approach is investigated by solving the scalar, generalized,
inhomogeneous linear wave equation with the inclusion of
the causal convolutional propagation operator via a FDTD
scheme. Two cases are examined: the first in which the at-
tenuation obeys a power law2 and the second in which the
attenuation follows a more complicated functional form,
which serves as an example of attenuation arising in a variety
of media.6–8

II. BACKGROUND

In what follows, Szabo’s approach is reviewed and clari-
fied for use in numerical modeling of pulse propagation di-
rectly in the time domain. Assuming that propagation occurs
through an isotropic lossy linear medium, the propagation is
governed by a modified wave equation of the form

¹2p~r ,t !2
1

c0
2

]2p~r ,t !

]t2 2
1

c0
Lg~ t !* p~r ,t !

5d~r 2r s!s~ t !, ~1!
a!Presented at the 143rd meeting of the Acoustical Society of America.
b!Electronic mail: norton@nrlssc.navy.mil
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wherec0 is a reference phase velocity,d(r 2r s) is the Dirac
delta function at the source location,s(t) is a source func-
tion, andLg(t) is thecausal convolutional propagation op-
erator controlling attenuation and dispersion. It plays the
role of a generalized dissipative term in the time domain.
This equation is Szabo’s Eq.~2!2 with the addition of a
source term and a factorc0

21 in the third term of the lhs
arising from dimensional analysis. In the framework of gen-
eralized functions, assuming that the pressure fieldp(r ,t) is
a distribution and recalling that distributional differentiation
is equivalent to a convolution with a derivative of the Dirac
delta function@d (1)(t)* f (t)5 f (1)(t)#, the operator can be
defined as

Lg~ t !5G~ t !* d~1!~ t !. ~2!

The functionG(t) represents a causal time domain propaga-
tion factor which accounts forcausal attenuation, that is, the
factorG(t) has to also govern the dispersion in the system in
order to insure causality. Waterset al.3 defined the linear
propagation of ultrasonic waves through an isotropic, lossy
medium by the following dissipative homogeneous wave
equation

¹2p~r ,t !2
1

c0
2

]2p~r ,t !

]t2 2G~ t !
]p~r ,t !

]t
50. ~3!

Starting with this equation and defining the operator as
the result of aproduct @Lg(t)5G(t)d (1)(t)# they write the
following:

¹2p~r ,t !2
1

c0
2

]2p~r ,t !

]t2 2Lg~ t !* p~r ,t !50. ~4!

It should be pointed out that, in order to go from Eq.~3!
to Eq. ~4!, the product in the third term of Eq.~3! as well as
in the definition of@Lg(t)# should be interpreted as convo-
lutions and not as products as stated. It should be understood
that the product of a function with a delta function or its
derivative is meaningful only upon integration, which im-
plies a convolution. Thus Eq.~3! should be interpreted as
being symbolic. Numerical evaluation of Eq.~3! as written
~interpreted as a product! does not correctly carry the causal
attenuation~and hence dispersion! into the time domain. De-
fining the operator as in Eq.~2! leads to the following two
alternative expressions for Eq.~1!,

¹2p~r ,t !2
1

c0
2

]2p~r ,t !

]t2 2
1

c0
S G~ t !*

]p~r ,t !

]t D
5d~r 2r s!s~ t ! ~5!

and

¹2p~r ,t !2
1

c0
2

]2p~r ,t !

]t2 2
1

c0

]~G~ t !* p~r ,t !!

]t

5d~r 2r s!s~ t !. ~6!

The causal propagation factor@G(t)# of Eq. ~2! will now
be defined. Considering the medium as a linear filter and
excluding nondispersive components of attenuation and
phase velocity, the transfer function can be written as

T~v!5e~2a~v!1 ib8~v!!5eg8~v! ~7!

with the complex propagation factor given by

g8~v!52a~v!1 ib8~v!, ~8!

where a~v! is the frequency-dependent attenuation and
b8(v) is the relative dispersion. The full complex propaga-
tion factor ~which now includes both dispersive and nondis-
persive components! can be written as

k~v!52a~v!1 ib~v!, ~9!

whereb(v)5b8(v)1v/c0 and thus it follows that

b8~v!5vF 1

c~v!
2

1

c0
G , ~10!

wherec0 is the reference phase velocity, usually the velocity
at a given circular frequencyv0 , i.e.,c05c(v0) in the same
medium.

The physical assumption made by Szabo, borrowed
from linear circuit theory, is that for a real signal to propa-
gate in a real medium, not only should the complex transfer
function of the medium be causal, but its logarithm~the com-
plex propagation factor! should also satisfy causality.9 For
wave propagation, this implies that the real and imaginary
parts of the complex propagation factor should be related by
the Hilbert transformH. Then

b8~v!5H@a~v!# ~11!

and thus

g8~v!521~12 iH !a~v!. ~12!

It should be pointed out that for physical systems, the
K-K relations relate the real and imaginary part of the gen-
eralized susceptibility of the system. It is a complex quantity
which connects the generalized displacement in dissipative
systems with the generalized force applied to them.6,10 In
acoustics, the suitable descriptor of the physical system to
which the K-K are usually applied is the complex compress-
ibility. It connects the change in acoustic densityr8 as the
general displacement, and the applied acoustic pressurep8 as
the generalized force,r85Kp8. Since for plane wavesp8
5r8c2 it follows that K51/c2. Therefore, the compressibil-
ity is related to the inverse of the square of a complex phase
velocity, or, equivalently, it is proportional to the square of
the complex wavenumber. In the limit ofa(v)c(v)/v!1
~i.e., when the attenuation in Neper per wavelength is small!
the K-K relations relatec(v) and a~v! directly. Otherwise
the attenuation and phase velocity are related by a pair of
coupled integral equations.6,10

In the framework of generalized functions and their
transforms, since the nondispersive part is not included in
g8(v), the Fourier conjugate tov is the retarded time (t
5t2r /c0) and defining the causal time domain propagation
factor G~t! as the Fourier transform ofg8(v) we obtain

G~t!5FT21@2~12 iH !a~v!#. ~13!

Recalling thatFT21@ iH #5sgn(t) the causal time domain
propagation factor reduces to

G~t!52~11sgn~t!!FT21@a~v!#, ~14!
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which can be rewritten as

G~t!522 11~t!FT21@a~v!#, ~15!

where 11(t) represents the step function defined as11

115H 0 t,0,

1
2 t50,

1 t.0.

~16!

Once the causal time domain propagation factor has
been generated, the causal convolutional propagation opera-
tor Lg(t) is formed using Eq.~2!. It should be pointed out
here that in both, the original development by Szabo@Ref. 2,
Eq. ~43!# and in the review by Waterset al. @Ref. 3, Eq.
~18!#, Eq. ~15! was written as though corresponding to the
operatorLg , when, actually, it is strictly concerned with
G~t!.

As mentioned elsewhere, Szabo’s original use of the op-
erator was limited to a power law attenuation form, exclud-
ing some values of the exponent. Waterset al.,3 using distri-
butional analysis, show that Eq.~15! is more general and can
be applied to any attenuation form for which an associated
causal phase velocity exists.

Szabo2 showed the form that the time domain propaga-
tion factor G~t! can take for some specific cases of power
law attenuation. Because of the power law nature of the cho-
sen attenuation, the resulting operators involve improper in-
tegrals~which can be interpreted in a Cauchy principal value
sense!, which are difficult to evaluate. Consequently, no nu-
merical evaluation of the resulting time domain integro-
differential equations was offered. The purpose of this work
is to determine, through high fidelity numerical modeling,
the ability of the causal convolutional propagation operator
to properly include dispersion and attenuation when model-
ing pulse propagation directly in the time domain in an iso-
tropic lossy medium~within the weak dispersion regime!.

III. MODELING CONSIDERATIONS

In this section several modeling issues that are of inter-
est when implementing the proposed technique will be dis-
cussed. The intent of this section is to relay information
based on knowledge gained from having implemented the
proposed technique and while performing numerical experi-
ments. No attempt is made to perform a sensitivity test with
the various available parameters. Instead we choose to deter-
mine the validity of the technique when utilizing standard
sampling criteria for FDTD modeling and signal processing.

Equations~5! and ~6! were implemented utilizing the
FORTRAN programming language operating on a multi-
processor computer. It was observed that the derivative of
the pressure@Eq. ~5!# oscillates quicker than the derivative of
the convolution@Eq. ~6!#. Therefore, in order to properly
depict the changing pressure derivative requires a finer time
step (dt) than one would normally require for either defining
the time domain propagation factor or satisfying the Courant
condition. Even though the equations differ in both deriva-
tion and implementation, they both gave identical results.
Using Eq.~5! requires more computational time to complete
a numerical simulation than using Eq.~6!. This is due to the

fact that its time step (dt) is smaller than that required for
Eq. ~6!, thus requiring more executions to cover a given time
duration. The results presented in Sec. III are therefore based
on Eq.~6!.

A good review of using the method of finite differences
to numerically integrate partial differential equations can be
found in Ref. 12. The FDTD scheme utilized is explicit,
fourth-order accurate in space and second-order accurate in
time. The finite difference approximations to the derivatives
of Eq. ~6! are

]2p~r ,t !

]t2 5
pi

k1122pi
k1pi

k21

dt2 , ~17!

¹2p~r ,t !5
2pi 12

k 116pi 11
k 230pi

k116pi 21
k 2pi 22

k

12dr 2 ,

~18!

]~G~ t !* p~r ,t !!

]t
5

3qi
k1124qi

k1qi
k21

2dt
, ~19!

whereq5G* p, the superscriptk is the time index and the
subscripti is the spatial or grid index. The grid spacing and
time step are given bydr anddt, respectively. To insure that
the edges and corners of the computational grid do not intro-
duce spurious reflections, absorbing boundary conditions
were implemented.13

A word on the convolution shown in Eq.~19! is in order.
The convolution is defined as

q~r ,t !5E
2`

t

G~t!•p~r ,t2t!dt ~20!

and takes the following discrete form

q~r ,kdt !5 (
n50

N

G~ndt !•p~r ,~k2n!dt !dt, ~21!

whereN in the maximum number of convolution points@the
size of theG~t! array#. In order to expedite the execution of
the model, the convolution performed at a spatial grid point
occurs only when sufficient time has elapsed~from the time
the signal is turned on! to allow the signal to arrive at the
grid point. This time is determined by using a phase velocity
higher than that expected to be found in the dispersive media
to determine the time at which the convolution is allowed to
start for each grid point. Once this conditional is met the
convolution will be performed for each and every subsequent
time step. In addition, each convolution that is performed is
not initially equal to the maximum number of propagation
factor terms available. The maximum number used in the
convolution is used only after the model has time stepped
more than this maximum number. The convolution requires
that the time history of the pressure be retained for each grid
point. The pressure array at each grid point will have the
same number of temporal points as theG~t! array. If, for
example, 1000 points were the maximum number used in the
convolution, then 1000 past pressures need be kept for each
grid point.

The explicit FDTD scheme is conditionally stable if the
Courant condition@(c0dt/dr ),1# is satisfied. This, how-
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ever, does not guarantee that the solution will achieve the
desired accuracy. Typically 15 to 20 grid points per wave-
length are required for accurate solutions. Thus the require-
ment on grid spacing is dependent upon the wavelength of
the highest frequency that the source produces. This then
puts an upper bound on the time step if the Courant condition
is to be satisfied. However, there is another constraint on the
time step, it must be small enough to capture the form of the
time domain propagation factor.

It was found that the time domain propagation factor
determined for a given time step cannot be interpolated and
used at a finer time step nor can it be used at a coarser time
step. Interpolation to a finer time step will introduce infor-
mation at frequencies not contained in the attenuation array
used to generateG~t!. Sampling at a coarser time step will
not properly resolve the high and rapid oscillations~in am-
plitude! occurring at the beginning of its time history. This
early time section of the propagation factor array is critical to
correctly account for both the attenuation and dispersion.
Thus the time domain propagation factor must be determined
at the same time step that the finite difference routine uses.

There are other considerations unique to the present
method. Since a convolution will be performed at every grid
point, a determination of how much time the convolution
will span is required: Too short a time and the dispersion
effects will not be fully manifest; too long and the computa-
tional requirements will be such that obtaining a solution
becomes too time consuming even on a computer with par-
allel processing capabilities. The following condition is used
as a guide: that the time span of the convolution must be
long enough such that the time domain propagation factor
has numerically converged to a constant value. As previously
stated, the time domain propagation factor has high and rapid
oscillations which exist for a short period of time after which
the propagation factor will monotonically converge. For the
examples presented in the next section 1000 convolution
points were adopted. This number represents a small subset
of the total propagation factor determined for both examples.
For the first example the propagation factor consisted of
16 384 points and for the second it consisted of 32 768
points.

Another consideration is the overall size of the program.
The number and size of the matrices needed to implement
this procedure is larger than a typical explicit FDTD pro-
gram. Normally one needs to store the current and previous
pressure values at each grid point in order to solve for the
future value. Hence the matrix would have a size of, say,
number of grid points by three, but now the matrix size
would benumber of grid points by number of convolution
points. In addition another matrix of sizenumber of grid
points by threeis required to store the convolution of the
time domain propagation factor with the pressure@see Eq.
~19!#.

IV. VALIDATION

To evaluate the ability of the causal convolutional
propagation operator to properly incorporate the effects of
attenuation and dispersion, Eq.~6! is solved for the acoustic
pressure via finite differences for the case of acoustic pulse

propagation in a 1-D isotropic lossy medium. Since the lossy
media considered in the examples are also dispersive the two
terms lossy and dispersive will be used interchangeably. In
addition, for the sake of simplicity, henceforth the numeri-
cally calculated pressure at a given location will be referred
to as ‘‘the received signals.’’

Two numerical experiments will be performed using dif-
ferent environments for each experiment. The environment
for the first experiment has a power-law attenuation of the
type encountered in a variety of media~liquids, ocean sedi-
ments, etc.!. The environment for the second experiment has
an attenuation that follows a bell-shaped functional form
typically found in both ultrasonics7 and in bubble clouds at
sea.8 Both environments are probed with a broadband dou-
blet signal~source function! of the type

s~ t !5te2adt2, ~22!

wheread is a constant governing the time interval between
the negative and positive peaks of the doublet.

The numerically calculated signals obtained from solv-
ing Eq.~6! were processed using the technique of broadband
spectroscopy.14 In this case the technique will be applied to
propagation between two locations in the same medium. The
numerical signals versus time, in the dispersive medium at
two different receiver locations~r1 and r2! separated a dis-
tanced, were transformed into the frequency domain via the
fast Fourier transform~FFT!. By taking the ratio of the com-
plex spectra, both attenuation and phase velocity versus fre-
quency were extracted and compared with the expected val-
ues. The attenuation~in Np /m) at a given frequency is
determined from the spectral components and the path length
d as

a~ f !5
ln~ uP~r 2 , f !/P~r 1 , f !u!

d
. ~23!

The phase velocity is calculated as

c~ f !5
2p f d

ARG~P~r 2 , f !/P~r 1 , f !!
, ~24!

where ARG is the argument of the ratio of the complex spec-
tra, with due regard to phase unwrapping. Notice that neither
Eq. ~23! nor Eq. ~24! explicitly usec0 to determine the at-
tenuation or phase velocity. The reference velocity is present
as a consequence of the governing equation, namely Eq.~6!.

For the first numerical experiment, the case of the power
law attenuation,a(v)5a0vy, a linear dependence with fre-
quency was chosen (y51), with a052.3531025

Np/m/rad/s. The constantad of the source function Eq.~22!
was set equal to 3.153106, leading to a spectral peakf p

5400 Hz for the acoustic signal. The reference sound veloc-
ity (c0) is assumed 1370 m/s.

When the attenuation increases monotonically with fre-
quency~as is the case for the power law withy51) it is
necessary to generate the attenuation curve over a wide fre-
quency range. A window function is then applied that leaves
invariant the region of interest. This is performed in order to
avoid artifacts stemming from the numerical implementation
of Eq. ~15! via the use of the FFT. Since this case deals with
low frequencies, a cosine window centered at zero frequency
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was applied to the power law attenuation over the entire
frequency range. This leaves the low-frequency region em-
braced by the source spectrum essentially invariant, while
tapering to zero for the high frequencies. At the maximum
frequency of interest~1500 Hz!, at which the spectrum of
source signal falls 40 dB down, the value of the filtered
attenuation is 99.3% of its original value. In generating
a( f ), 16 384 frequencies are used with a constant frequency
spacing of 1.74 Hz. The resulting time step is 1.75
31025 s. The grid spacingdr is 0.1 m. A maximum of 1000
points was used for the convolution. These choices of param-
eters amply satisfy the stability condition along with provid-
ing sufficient accuracy in the finite difference scheme for the
frequency content of the pulse. The corresponding time do-
main propagation factor, obtained as prescribed by Eq.~15!
@which provides the amplitude ofLg(t)], is shown in Fig.
1~a!. Figure 1~b! shows the signal received at a range of 25
m ~dotted line!. The signal at the same location in a nondis-
persive medium withc051370 m/s is also plotted~solid
line! for comparison. Note that the signal in the dispersive
medium has suffered a loss in strength and has incurred a
slight broadening.

Figure 2~a! depicts the signal spectra in both the nondis-
persive medium~solid line! and in the dispersive medium
~dotted line!. Note the shape of the signal’s spectrum in the
dispersive medium. The spectral peak now occurs at approxi-
mately 360 Hz, where the original peak was at 400 Hz. Fig-
ure 2~b! depicts a comparison of the original values for the

attenuation~solid line!, used to generateG~t! of Eq. ~15!, to
the retrieved attenuation~dotted line! determined using the
model output shown in Fig. 1~b!. Note that the retrieved
attenuation is in excellent agreement with the expected at-
tenuation. The agreement is good even at the high frequen-
cies where the signal amplitude is very small. Figure 2~c!
depicts the comparison between the theoretically predicted
~solid line! and retrieved phase velocity~dotted line!. The
agreement between the two is excellent, demonstrating that
the inclusion of the causal convolutional propagation opera-
tor in the generalized wave equation incorporates both at-

FIG. 1. The~a! time domain propagation factor and~b! the received signals.

FIG. 2. ~a! Signal spectrum for the nondispersive~solid line! and dispersive
~dotted line! media versus frequency.~b! Comparison of the original~solid
line! and retrieved~dotted line! attenuation.~c! Comparison of the original
~solid line! and retrieved~dotted line! phase velocity.
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tenuation and dispersion in a precise manner.
For the second numerical experiment, the functional

form for the attenuation is representative of that found for
bubble distributions in liquids~i.e., in ultrasonics7 and near
the sea surface8!. In those cases measured attenuation in-
creases from a minimum at low frequency to a maximum
value and then decreases at high frequencies. In the particu-
lar case presented here, the attenuation corresponds to a pos-
sible bubble distribution at sea.8 Underlying the sea surface
there are clouds of microbubbles generated by the presence
of breaking waves forming typical structures or ‘‘plumes.’’
The bubble density and the radii spectrum within a plume
varies with depth and wind speed.~See Ref. 8 for a descrip-
tion of typical plumes and numerical parameters.! There is
no analytical functional form available for the attenuation for
any of the bubble formations. Neither are there available
reliable dispersion data curves over a broad band of frequen-
cies. Therefore, the attenuation necessary to generate the
convolution operator is calculated from a possible spectrum
of bubble radii~derived from direct measurements of bubble
population!. Then, applying well-known equations for sound
propagation in bubbly liquids at low void fractions, the at-
tenuation and phase velocity in the medium are calculated
from the complex compressibility.~See Ref. 8 for details.!
Next, the attenuation versus frequency is used to generate the
propagation factor as prescribed by Eq.~15!, needed to form
the convolution operator@Eq. ~2!#. It also provides the refer-

ence solution for the values retrieved from Eq.~23!. The
phase velocity array derived directly from the compressibil-
ity is used to check the dispersion curve retrieved through
Eq. ~24!. The spectrum of bubble radii of the so-call gamma
plumes at 1 m below the surface and for a 20-m/s wind speed
was adopted. The attenuation over an extended frequency
range is shown in Fig. 3~a!. Figure 3~b! shows the low-
frequency region that the source signal will span. Notice the
transition occurring around 4 kHz. This corresponds to the
resonance frequency of the largest bubble present in the
bubble distribution~800 mm! leading to the attenuation at
hand. A portion of the causal time domain propagation factor
G is shown in Fig. 4~a!, obtained using Eq.~15! over the
entire frequency range of the attenuation@Fig. 3~a!#.

The constantad of the source function Eq.~22! is set
equal to 2.4183108 leading to a spectral peakf p53500 Hz
for the acoustic signal. The time step is 6.131027 s. The
grid spacingdr is 0.005 m. Again, a maximum of 1000 terms
was used for the convolution. Figure 4~b! shows the signal
received at a range of 5 m for both the dispersive and non-
dispersive medium. Notice that for the signal in the disper-
sive medium~dotted line! the result is reminiscent of that
observed in the previous example. There is an additional
effect this time, namely small amplitude oscillations extend-
ing in time. This is a direct consequence of the oscillatory
nature of the time domain propagation factor. The observed
time delay in the dispersive medium with respect to the non-
dispersive medium is just a consequence that, for the nondis-
persive medium, we chosec0 to be the typical value for the

FIG. 3. The~a! original attenuation versus frequency and~b! a close-up of
the low-frequency portion of the original attenuation.

FIG. 4. The~a! time domain propagation factor and~b! the received signals.
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velocity at extremely high frequency~MHz! in bubble free
sea water namely, 1500 m/s. Figure 5~a! is similar to Fig.
2~a! comparing the signal spectrum in a nondispersive me-
dium ~solid line! to the dispersive medium~dotted line!. Fig-
ure 2~b! compares the original attenuation~solid line! to the
retrieved attenuation~dotted line!. Again, note the excellent
agreement of the retrieved attenuation compared to the origi-
nal attenuation. Particularly interesting is that the step ob-
served in the signal spectrum@Fig. 5~a!# for the dispersive
medium is due to the step or jump in the attenuation curve
@Fig. 2~b!# which is caused by the onset of bubble resonance.
This step or jump in the attenuation is accurately recovered,

implying that it has been correctly included in the propaga-
tion of the pulse. Figure 5~c! compares the phase velocity.
The agreement between retrieved and theoretically predicted
results is excellent, once again demonstrating that both at-
tenuation and dispersion are accurately included when mod-
eling propagation directly in the time domain utilizing the
convolutional propagation operator.

V. CONCLUDING REMARKS

Direct time domain modeling of a 1-D broadband pulse
propagating in an isotropic lossy/dispersive medium has
been performed via numerical solution of the modified linear
wave equation. It is shown that the inclusion of Szabo’s
causal convolutional propagation operator successfully ac-
counts for attenuation and dispersion in the medium. The fact
that a causal convolutional propagation operator can be de-
fined for wave propagation in any weakly dissipative media
allows for inclusion of attenuation and dispersive effects di-
rectly in the time domain. This is true for any physical pro-
cess that can be expressed through the scalar linear wave
equation~acoustics waves, longitudinal waves, shear waves,
elastic waves, polarized electromagnetic waves!, and for
which Eq. ~11! holds. In particular, when dealing with nu-
merical time domain models for wave propagation, the con-
cept of a causal convolutional propagation operator is very
attractive because of its simplicity. For attenuation gathered
during an experiment, Eqs.~15! and~2! allow for the calcu-
lation of the operator via a FFT of the discrete set of values
without requiring a specific functional form.

ACKNOWLEDGMENTS

The authors would like to thank one of the anonymous
reviewers for bringing to their attention the work by
Tavakkoli et al. This work has been supported by the Office
of Naval Research~Program Element No. 61153N, WU No.
71820500! and by a grant of computer time at the DoD High
Performance Computing Shared Resource Center@U. S.
Army Engineer Research and Development Center~ERDC!,
Vicksburg, MS#. This document has been reviewed and is
approved for public release.

1J. Tavakkoli, D. Cathignol, R. Souchon, and O. A. Sapozhnikov, ‘‘Model-
ing of pulsed finite-amplitude focused sound beams in time domain,’’ J.
Acoust. Soc. Am.104, 2061–2072~1998!.

2T. L. Szabo, ‘‘Time domain wave equations for lossy media obeying a
frequency power law,’’ J. Acoust. Soc. Am.96, 491–500~1994!.

3K. R. Waters, M. S. Hughes, G. H. Brandenburger, and J. G. Miller, ‘‘On
a time-domain representation of the Kramers-Kro¨nig dispersion rela-
tions,’’ J. Acoust. Soc. Am.108, 2114–2119~2000!.

4R. D. L. Krönig, ‘‘On the theory of dispersion of X-rays,’’ J. Opt. Soc.
Am. 12, 547–557~1926!.

5C. W. Horton, Sr., ‘‘Dispersion relationships in sediments and sea water,’’
J. Acoust. Soc. Am.55, 547–549~1974!.

6S. Temkin, ‘‘Attenuation and dispersion of sound in bubbly fluids via the
Kramers-Krönig relations,’’ J. Fluid Mech.211, 61–72~1990!.

7J. N. Marsh, C. S. Hall, M. S. Hughes, J. Mobley, J. G. Miller, and G. H.
Brandenburger, ‘‘Broadband through-transmission signal loss measure-
ments of Albyunex suspensions at concentrations approachingin vivo
doses,’’ J. Acoust. Soc. Am.101, 1155–1161~1997!.

8J. C. Novarini, R. S. Keiffer, and G. V. Norton, ‘‘A model for variations in
the range and depth dependence of the sound speed and attenuation in-

FIG. 5. ~a! Signal spectrum for the nondispersive~solid line! and dispersive
~dotted line! media versus frequency.~b! Comparison of the original~solid
line! and retrieved~dotted line! attenuation.~c! Comparison of the original
~solid line! and retrieved~dotted line! phase velocity.

3030 J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 G. V. Norton and J. C. Novarini: Including dispersion and attenuation directly



duced by bubble clouds under wind-driven sea surfaces,’’ IEEE J. Ocean.
Eng.23, 423–438~1998!.

9E. A. Guillemin, Theory of Linear Physical Systems~Wiley, New York,
1963!, Chap. 18.

10E. T. O’Donnell, E. T. Jaynes, and J. G. Miller, ‘‘Kramers-Kro¨nig rela-
tionship between ultrasonic and phase velocity,’’ J. Acoust. Soc. Am.69,
696–701~1981!.

11R. N. Bracewell,The Fourier Transform and its Applications, 2nd ed.
~McGraw-Hill, New York, 1986!, pp. 57–61.

12G. G. O’Brien, M. A. Hyman, and S. Kaplan, ‘‘A Study of the Numerical
Solution of Partial Differential Equations,’’ J. Math. Phys.~Cambridge,
MA ! 29, 223–251~1950!.

13R. Clayton and B. Engquist, ‘‘Absorbing boundary conditions for acoustic
and elastic wave equations,’’ Bull. Seismol. Soc. Am.67, 1529–1540
~1977!.

14W. Sachse and Y. Pao, ‘‘On the determination of phase and group veloci-
ties of dispersive waves in solids,’’ Appl. Phys.49, 4320–4327~1978!.

3031J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 G. V. Norton and J. C. Novarini: Including dispersion and attenuation directly



Prediction and measurement of nonpropagating Lamb modes
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Reflection of Lamb waves when the fundamental modeA0 is incident at the free end of a plate is
studied, in order to identify the extent to which the generation of nonpropagating modes influences
the field local to the end of the plate. Semi-analytical predictions, finite element simulations, and
experimental measurements are presented for frequencies below theA2 cutoff. First it is shown, for
frequencies below theA1 cutoff, that reflection of theA0 mode is accompanied by a delay in phase,
and that there is significant additional motion due to nonpropagating modes within about five plate
thicknesses of the end. The extend of this additional motion in the vicinity of the end of the plate
is demonstrated by subtracting the contribution of the propagating modes from the displacement
field. The wave field at frequencies above theA1 cutoff is more complex because theA1 as well as
theA0 propagating modes are present at the end of the plate. Nevertheless, it has still been possible,
using semi-analytical predictions and finite element simulations, to demonstrate the additional
motion due to the nonpropagating modes. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1568758#

PACS numbers: 43.20.Mv@YHB#

I. INTRODUCTION

The motivation of the work presented here is the ultra-
sonic inspection~NDE! of plates. There are many engineer-
ing structures which are composed of large areas of flat
plates, such as petrochemical tanks or pressure vessels. The
detection of flaws in such big structures is often tedious and
time consuming and thus expensive. Common techniques
such as point by point inspection can be replaced by a rapid
inspection using ultrasonic Lamb waves which propagate
along the plate and may be reflected by defects.

Lamb waves1 have been very much studied in the past
50 years,2–4 including work which has identified the poten-
tial of using them for inspection.5–11 It is well known that the
reflection of a Lamb wave from the end of a plate is very
often accompanied by the generation of additional localized
disturbances. These nonpropagating modes, which exist
solely in the material near the end of the plate, and which are
present only during the time it takes for the Lamb wave to
reflect, have indeed been studied and reported quite exten-
sively; see, for example, Refs. 8, 9, 12–18. The work of
Torvik9 is particularly recommended. Very often the interest
in considering these modes is in properly accounting for all
contributions to the field around a discontinuity when apply-
ing normal mode superposition techniques.12,16,17,19

The study of the nonpropagating modes which is pre-
sented in this paper was conducted in the context of ongoing
research by the authors relating to the Non-Destructive Test-
ing ~NDT! of plate structures at Imperial College and at the
Laboratoire de Me´canique Physique~LMP! of Bordeaux.

This collaborative work is to validate finite element as well
as semi-analytical models.

The NDT laboratory at Imperial College is interested in
the detection of corrosion defects in plate structures, with
particular motivation to inspect large shell structures such as
oil storage tanks. The aim of the work is to develop a tech-
nique which can be used rapidly to assess the integrity of a
plate using Lamb waves. The notion is that a transducer unit
placed on the plate will generate and receive Lamb waves in
controlled directions; processing of the arrival of reflected
waves will then allow a map of corrosion anywhere in the
plate to be constructed. Some preliminary results of the work
on this technique have already been reported.20,21 The value
of the knowledge of the nonpropagating modes for that work
is: ~1! it is essential when processing received signals to
account properly for those which are reflections from the
edge of the plate under test; for example, if not understood,
phase delays of these reflections could adversely affect the
performance of a phased array transducer;~2! it is important
to be aware of how far the transducer needs to be from the
edge of the plate in order to avoid detecting the additional
localized displacements.

The LMP group at Bordeaux University is interested in a
modal decomposition method17,22,23 for establishing semi-
analytical solutions for modelling the diffraction of Lamb
waves by cracks in plates. The purpose of their study is to
understand the scattering problem, and also to build an effi-
cient numerical routine which is much faster than traditional
finite element~FE!-based methods. It is planned later to
solve the inverse problem, that is to estimate the position and
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geometry of a crack from the measured diffracted Lamb
modes. An intermediate stage to this work was to solve prop-
erly the reflection of Lamb waves at the free edge of a plate.

The principal aim of this paper is then to perform a
cross-validation of the model developed in Bordeaux with
the FE calculations and experiments undertaken at Imperial
College, by comparing results for the reflection of Lamb
waves and the generation of nonpropagating modes when the
A0 mode is incident, at frequencies both below and above the
A1 cutoff frequency. The novel measurements of the fields of
the nonpropagating modes using a laser interferometer are
also included in the validation exercise. Finally, the reflection
of the S0 mode, which is much simpler in its behavior, is
considered briefly for completeness.

II. PROPERTIES OF THE ANTISYMMETRIC
PROPAGATING AND NONPROPAGATING MODES

Figure 1 shows the group velocity Lamb wave disper-
sion curves for an aluminum plate. These, and all other dis-
persion curves and mode shapes in this paper, were plotted
using the predictive modelDISPERSE.24,25Lamb wave disper-
sion curves are scalable by the product of the frequency and
the plate thickness. Thus the curves here show the frequency-
thickness on the horizontal axis. The work which is pre-
sented here is focused on theA0 mode at two different
frequency-thicknesses:~1! at 1 MHz mm, where it is least
dispersive and is also below theA1 cutoff; ~2! at 2.7
MHz mm where both theA0 and A1 modes are present as
propagating modes~‘‘real modes’’!, andA1 is relatively non-
dispersive. The edge of the plate is assumed to be cut per-
fectly square, and theA0 wave is assumed to be normally
incident. It follows that at 1 MHz mm there is no mode con-
version of the propagating modes: an incident mode ofA0

reflects asA0 with a reflection coefficient amplitude of unity.
On the other hand, at 2.7 MHz mm the incidentA0 mode can
be reflected partially asA0 and partially, by mode conver-
sion, asA1 .

The role of the nonpropagating modes when Lamb
waves are reflected from the end of a plate is easily under-
stood by examining the mode shapes of theA0 and theA1

modes, shown for frequency-thickness products of 1
MHz mm and 2.7 MHz mm in Fig. 2. Thez direction is the
direction of propagation of the wave and thex direction is
the normal to the plate. Considering for example theA0

mode at 1 MHz mm, the two components of the stress field
of importance here, the normal stress (szz) and the shear
stress (txz), show the characteristic distributions correspond-
ing to the flexural behavior of the wave. Not shown here, but
very important, is the phase relationship; in fact although
both components vary harmonically in time,txz lags 90 deg

FIG. 1. Group velocity dispersion curves for Lamb waves in an aluminum
plate. Solid lines are symmetric modes, dashed lines are antisymmetric
modes. The two dots show the two frequencies~1.0 and 2.7 MHz mm! at
which the study was carried out.

FIG. 2. Mode shapes of theA0 and A1 modes in an
aluminum plate:~a! A0 mode at 1 MHz mm;~b! A0

mode at 2.7 MHz mm;~c! A1 mode at 2.7 MHz mm.
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in phase behindszz. At this frequency, and considering just
the propagating modes, it is clear that anA0 mode incident at
the square end of a plate must reflect also inA0 with unit
amplitude reflection coefficient at 1 MHz mm. However, be-
cause of the phase difference of the stress components, there
is no linear combination of incident and reflected modes
which can satisfy the requirement that bothszz and txz are
zero across the end of the plate. It is then of course the
presence of nonpropagating modes which allow these bound-
ary conditions to be satisfied. The same feature happens at
2.7 MHz mm whenA0 is incident and is partially reflected
into A0 and A1 . There is no combination at the end of the
plate to satisfy the boundary condition and hence nonpropa-
gating modes are needed.

Dispersion curves for the anti-symmetric modes in a 1
mm thick aluminum plate, including the nonpropagating
branches, are shown in Fig. 3. These show similar informa-
tion to the well-known curves in Refs. 8, 12, except that
those authors present only the symmetric modes, and also we
choose here to plot the curves three times with different 2-D
projections as an alternative to their 3-D plot. In part~a!, the
only addition which the nonpropagating modes make to the
usual Lamb wave phase velocity curves~the real modes! are
the branches labeledA21A3 and A4 linking the cutoffs to
the origin of the plot. These are in fact complex branches
whose wave numbers have both real and imaginary parts, as
can be seen in parts~b! and~c! of the figure. These complex
nonpropagating modes are therefore characterized by a sinu-

soidal variation of the field along the plate, described by the
real part of the wave number, modified by an exponential
decay function, described by the imaginary part of the wave
number. The imaginary part corresponds to Nepers/mm at-
tenuation along the plate (1 Np/mm58.69 dB/mm). The
shape of a complex mode is illustrated in the sketch in Fig.
4~b!.

The A1 mode is radically different fromA2 andA3 , its
nonpropagating branch being entirely imaginary. Thus it
does not appear in the phase velocity plot and it has zero
value to the left of theA1 cutoff in the real wave number
plot. Its shape is thus characterized just by an exponential
decay, as illustrated in Fig. 4~a!.

Torvik9 demonstrated that neither the imaginary nor the
complex modes transport energy along the plate. Thus the
imaginary part of the wave number describes, not an attenu-
ation of energy, but simply the spatial shape of the field.
Also, this means that calculations of power flow may only be
used to equate the energy of the incident and the scattered
propagating modes. Although the mode shapes bear a strong
resemblance to the mode shapes of vibrations at the end of
plate, such a comparison can lead to misunderstanding for
two reasons. First, these modes have nonzero stresses at the
end of the plate, so it is not possible for them to exist in
isolation; they can only be present in combination with other
modes. The second point follows from this, that they do not
exhibit the ringing of a free vibration mode but exist only
while the propagating modes are reflecting.

The stress mode shapes of the first two non-propagating
modes are shown in Fig. 5. It is interesting to see here that
the shapes of theA1 mode are very similar to those of theA0

mode shown in Fig. 2. However, theseA1 shapes differ in
that there is no phase shift between theszz andtxz compo-
nents. On the other hand, theA2 mode, which is complex,

FIG. 3. Dispersion curves for anti-symmetric modes in
a 1 mm thick aluminum plate, including nonpropagat-
ing branches:~a! phase velocity,~b! real wave number,
and ~c! imaginary wave number.

FIG. 4. Illustration of the shapes of the nonpropagating modes at the end of
the plate:~a! imaginary modes,~b! complex modes.
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does have phase shifts between stress components; indeed
the phase shift varies according to the position through the
thickness of the plate.A2 also shows an increase, with re-
spect toA1 , in the number of cycles in the shape of the
through-thickness distribution, a trend which is continued
with the higher nonpropagating modes in the series.

III. PROCEDURE FOR PREDICTION OF THE
AMPLITUDES OF THE NONPROPAGATING MODES
USING NORMAL MODE ANALYSIS

A normal mode analysis is chosen to solve the reflection
of A0 at the free end of a plate. Every acoustic field that
exists in the plate can be developed as an expansion of Lamb
waves:

V5(
n

anVn , ~1!

whereVn5vn(x)ei (knz2vt) is the particle velocity field of the
nth Lamb mode. In order to be able to represent completely
the acoustic phenomena, all of the Lamb modes that can
exist in the plate must be considered.26 Indeed, at a particular
frequency-thickness product, only a finite number of propa-
gating ~real!, a finite number of imaginary, and an infinite
number of complex Lamb modes coexist in the plate. As
discussed in the preceding section, the imaginary and com-
plex modes do not propagate energy but they create a spa-
tially transient acoustic field in their excitation area. The re-
flection of a Lamb mode at the free end of a plate requires
selecting specific imaginary and complex roots, so that the
corresponding modes have a physical meaning. Here we de-
fine thez axis to be positive in the direction away from the
edge of the plate. With this convention, these imaginary and
complex wave numbers must correspond to amplitudes de-
creasing away from the end14 according to:

kn5 ikn9 , for imaginary modes
~2!

kn56kn81 ikn9 , for complex modes.

The co-existence of real, imaginary and complex Lamb
modes at the end of the plate allows the stress-free boundary
conditions to be satisfied. To fulfil these conditions, from ten
to 25 locations are considered across the thickness at the end.
At these points, the total stress field, produced by the super-
position of all the propagating modes, all the imaginary
modes, and between ten and twenty complex modes, must
vanish. To find the complex amplitudesan of all these Lamb
modes, a linear system is solved. For each point:

s% .ēz5H (
n

anszz~n!

(
n

antxz~n!

5H 0

0

. ~3!

An energy balance criterion is used to check the validity of
the numerical result. The energy carried by the reflected
propagating modes must be as close as possible to the energy
of the incident mode. However, if the energy balance is not
satisfied, the parameters of computation~i.e., the number of
the points through the thickness at the end of the plate and
the number of complex modes! are optimised until the best
result is obtained. In the results presented in this paper, the
energy balance is always correct within 5% error.

When the system is correctly solved, the particle veloc-
ity field at the end can be computed by introducing the am-
plitudesan in Eq. ~1!. The displacement is given by dividing
the particle velocity byiv. Moreover, to compare to the
finite element predictions and to the experimental data, the
reflection coefficients can be computed as ratios of displace-
ments at the plate surface:

Rj
n5an

U j
n~h/2!

U j
I~h/2!

,

where j 5x,

z indicates the displacement component. ~4!

U j
I (h/2) andU j

n(h/2) are the displacements, at the plate sur-
face, in directionj, of the incident Lamb mode~I! and of the
reflected Lamb mode~n!, respectively.

A single frequency computation of the displacement
field at the end and the reflection coefficients of the propa-
gating modes takes about thirty seconds. If similar computa-
tions were to be done for a range of frequencies, then the
computational parameters should be optimised for some fre-
quencies, thus implying a nonlinear increase of the compu-
tational time. This method has proved to be numerically
stable up to 16 MHz mm. However, the validity of the results
obtained for such high frequency-thickness products has not

FIG. 5. Stress mode shapes of the nonpropagating
modes:~a! A1 at 1 MHz mm and~b! A2 at 1 MHz mm.

FIG. 6. Schematic illustration of the experimental setup.
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been confirmed by experimental data, or compared to other
numerical predictions. A more thorough description of this
model is presented in Refs. 17, 23.

IV. EXPERIMENTAL SETUP FOR MEASUREMENT OF
THE NONPROPAGATING MODES

Experimental studies were conducted in order to provide
some practical validation for both the semi-analytical and the
finite element work. The experimental work was done only
with theA0 mode below theA1 cutoff frequency. An experi-
mental study ofA0 mode above theA1 cutoff frequency
would require a very long plate because of the existence of
reflections of bothA0 andA1 , and this was considered to be
impractical. This can be understood by looking at the disper-
sion curves plotted in Fig. 1, from which it can be seen that
the group velocities ofA0 and A1 are approximately 20%
different. At first sight this difference might be expected to
be enough to separate the different modes, but unfortunately
the A1 Lamb mode is very dispersive at frequency-
thicknesses just below and above 2.7 MHz mm. Hence, many
cycles would be needed to limit the dispersion, and then the
signal would be lengthened. In order to fully separate these
reflected propagating modes, which would be necessary in
order to calculate the non-propagating modes~see Sec. V!, a
4 m long plate would be needed. Such practical problems of
limiting the time duration of dispersive signals have been
discussed by Wilcoxet al.27

For practical convenience, an 800 mm3800 mm
38 mm thick aluminum plate was used.A0 was excited us-
ing a piezo-electric transducer~ULTRAN WS100-0.2!
aligned at the appropriate coincidence angle~.35°! in a lo-
cal water immersion arrangement~see Fig. 6!. The signal
was narrow in bandwidth, consisting of a 10 cycle tone burst
modified by a Hanning window at 125 KHz~equivalent to 1
MHz for a 1 mmthick plate!. This scaling relationship will
be exploited so that all the results presented later will corre-
spond to a plate of 1 mm in thickness. The transducer was
excited using a WAVEMAKER instrument from Macro De-
sign Ltd ~UK!. A POLYTEC laser interferometer28 was used
in order to measure the in-plane~motion of the plate in thez
direction! and out-of-plane~motion of the plate in thex di-
rection! displacements at the different locations marked in
Fig. 6.

The interferometer system consists of the interferometer
itself, a decoder and two probes connected by fibre optic
cable to the interferometer. One of the two probes is nomi-
nally the measurement probe and the other the reference
probe. In order to measure normal displacement the refer-
ence probe is simply replaced by a mirror while the measure-
ment probe is aligned normal to the surface of the plate. All
of the measurements in this paper were achieved using this
approach. However, measurements of tangential displace-
ments were also recorded, and although those results are
omitted here for brevity, it is useful to state how such mea-
surements are made. In order to measure the displacement
tangential to a surface, both the measurement and the refer-
ence probes must be used. They are aligned so that their
beams lie in a plane normal to the surface, and both beams
strike the surface at the same spot. Within their plane, the
two probes are aligned at equal and opposite directions with
an angle of630° to the normal to the surface of the plate. In
this configuration, both displacements measured by the
probes contain equal amounts of the normal component of
surface displacement and equal and opposite amounts of the
tangential component of surface displacement. Hence when

FIG. 7. Typical experimental out-of-plane displacement
at location ‘‘B’’ when A0 mode of 1 MHz mm center
frequency-thickness is incident;~a! 40 mm from the end
of the plate and~b! at the end of the plate.

FIG. 8. Typical measured signal of in-plane displacement near the surface of
the plate at location ‘‘C,’’ when A0 mode of 1 MHz mm center frequency-
thickness is incident.
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the reference signal is subtracted from the measurement sig-
nal, the normal components of surface displacement cancel
out and the tangential components of surface displacement
add. Using an angle of630° for the probes means that the
constant of proportionality relating voltage to displacement
is equal for both the tangential and normal measurement con-
figurations.

With the interferometer at the location markedA, both
the incident and the reflectedA0 modes could be monitored
remote from the end. Then at the positionsB and C the
displacements comprising the sum of the incident and re-
flected A0 modes and the nonpropagating modes could be
measured. When measuring atC, only the displacements in
one half of the plate were measured, those in the other half
being expected to respect the conditions of anti-symmetry.
In-plane~tangential to surface! and out-of-plane~normal to
surface! displacements have been measured at locationsA
and B whereas only in-plane~normal to surface! displace-
ments have been measured at locationC. While setting up,
the attenuation of the signal due to beam spreading, which is
inversely proportioned to the square root of the propagating
distance, was measured by detecting the change in amplitude
of the incident signal for two different locations nearA; sub-
sequently all measured amplitudes were adjusted according
to the distance travelled so that the results would correspond
to those for lossless plane waves.

Figure 7 and 8 show typical experimental time histories.
Figure 7 shows out-of-plane displacements measured at lo-
cation B in Fig. 6. Figure 7~a! shows a measurement at 40
mm away from the end of the plate, where the incident and
the reflectedA0 modes are just separated but they still in-
clude some contribution from nonpropagating modes. This
measurement will be used later for the calculation of the
spatial attenuation of the nonpropagating modes. Figure 7~b!
shows the out-of-plane displacement measured at the end of
the plate, on the top surface. Note the increase in amplitude
at the end of plate~b! compared to that at the location 40 mm
away ~a!. Figure 7 also shows some unwanted reflections
from the sides of the plate. Fortunately these arrive suffi-
ciently late to be gated out; however they indicate the impor-
tance of using a plate of significant width in order to achieve
the necessary delay.

Figure 8 shows the in-plane displacement at the end of
the plate measured at the corresponding locationC in Fig. 6.
SomeS0 mode is visible just before theA0 wave. This is due
to the very strong in-plane displacement of theS0 mode,
which is partially excited by the setup. It did not appear in
the out-of-plane measurements because its out-of-plane dis-

placement is very weak, andS0 is indeed very difficult to
excite at this frequency with an out-of-plane forcing tech-
nique. TheS0 velocity is much higher than theA0 velocity
~see Fig. 1! and they are easily and safely separated in time
when they have travelled along the plate.

V. PROCEDURE FOR FINITE ELEMENT SIMULATION

The FE simulation is used as a validation in the same
way as experiments, and indeed the results will be processed
in the same way. In the previous section, the formation of
nonpropagating modes above theA1 cutoff frequency has not
been studied experimentally due to the closeness of the
group velocities of theA0 and theA1 modes. However, the
case of a very long plate is possible in the FE model, and so
predictions at both of the test frequencies can be made.

We discuss first the general features of the FE approach
and then the specific models for the 1 MHz mm and 2.7
MHz mm cases.

A. Discretization

The propagation of straight-crested Lamb waves can be
modelled using a two-dimensional spatial discretization. The
two-dimensional finite element modelling was performed,
with the assumption of plane strain, using the program
FINEL which is developed at Imperial College.29 Rectangu-
lar elements, with four nodes and linear shape functions,
each node having two displacement degrees of freedom in
the plane of computation, were used in the models. The spa-
tial discretisation in both cases was chosen to be certain of
satisfying the rule:

lmin>8Dx, ~5!

wherelmin is the shortest wavelength, within the bandwidth
of the signal, of any waves which may travel in the structure,
andDx is the biggest dimension across any single element in

FIG. 9. Schematic illustration of finite element spatial discretization of the
plate, with excitation of theA0 wave.

FIG. 10. Typical FE predicted in-plane displacement signal, when the inci-
dentA0 wave has a center frequency-thickness of 2.7 MHz mm, monitored
at 3.2 m from the end of the plate, showing separation of the reflectedA0

and the mode convertedA1 .
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the model. This rule has been found by the authors to be
effective for ensuring accurate modelling; see, for example,
Ref. 30.

The program uses a diagonal mass matrix, allowing an
efficient explicit time marching algorithm to be exploited.
The explicit algorithm is stable provided that the time stepdt
is short enough to meet the convergence criterion:31

dt<0.8
Ds

c
, ~6!

wherec is the velocity of the wave andDs is the shortest
side-length of any element.

B. Simulations below and above the A 1 cut-off
frequency

A schematic illustration of the model is shown in Fig. 9.
Plates of 8 mm thickness were modelled, the thickness being
chosen for convenience to match the thickness of the plate in
the experimental work. In fact, as discussed earlier, the
choice of thickness is arbitrary provided that the other spatial
dimensions and the frequency are scaled to give the appro-
priate frequency-thickness product when comparing the re-
sults. Accordingly all the results presented later will corre-
spond to a plate of 1 mm in thickness. The models used 16
elements through the thickness of the plate and the elements
were defined to be square. Thus the number of elements per
wavelength was safely above the 8 elements required, being
about 37 elements per wavelength at the frequency-thickness
product 1 MHz mm and 20 elements per wavelength at the
frequency-thickness product 2.7 MHz mm.

The temporal model for the 1 MHz mm case was chosen
to match exactly the experimentalA0 input signal, so a 1
MHz mm 10 cycle tone burst modified by a Hanning window
was excited at one end of the plate. This was achieved by
prescribing in-plane and out-of-plane displacements at each
node across the thickness~see Fig. 9!. The model was 800
mm long and several regions were monitored. First the end

of the plate through the thickness~location ‘‘C’’ ! was moni-
tored in the in-plane and out-of-plane directions, every 0.5
mm, providing the total field displacement. A second region
was monitored through the thickness at 300 mm and 200 mm
away from the end of the plate in order to monitor the inci-
dent and the reflectedA0 modes when they are fully sepa-
rated in time. Finally, in order to study the spatial attenuation
of the nonpropagating modes, points every 0.5 mm from the
end of the plate along the top surface were monitored.

The same model could not be used for frequencies above
theA1 cutoff frequency because then more than one antisym-
metric mode exists. The problem is that theA1 mode is ex-
cited by mode conversion at the end of the plate and it propa-
gates back together with the reflectedA0 mode. Since they
have very similar values of group velocity, they need to
propagate a very long distance before they can be recorded
separately. Thus the model was extended to 4 m in length.
The separation of these two modes in time is important in
order to perform the processing to expose the nonpropagat-
ing modes which will be explained in the following section
of the paper.

The inputA0 signal for the 2.7 MHz mm case was simi-
lar to the 1 MHz mm case, except that a 30 cycle signal was
used, in order to minimize dispersion over the long propaga-
tion distance. Furthermore, the profile of the displacement
field which was imposed at the end of the plate had to be
chosen more carefully, since it was essential to avoid gener-
ating anyA1 in the incident signal. This was done by impos-
ing displacements which matched exactly the mode shape of
the A0 mode at 2.7 MHz mm.32

Monitoring of the 2.7 MHz mm case was done at 3 m
and 3.2 m away from the end of the plate, through the thick-
ness of the plate and in both in-plane and out-of-plane direc-
tions. Figure 10 shows, by way of example, the monitored
in-plane displacement at 3.2 m from the end of the plate; it
can be seen that theA0 andA1 modes are satisfactorily sepa-
rated. The end of the long plate was also monitored, in ex-
actly the same way as in the 1 MHz mm case.

VI. PROCEDURE FOR REMOVAL OF THE
PROPAGATING MODES FROM THE TOTAL
DISPLACEMENT FIELD AT THE END OF THE PLATE

An aim of the analysis in this paper is to illustrate the
extent to which the nonpropagating modes contribute to the
total displacement field at and near the end of the plate. One
way to perform such an illustration is to subtract the contri-
butions of the propagating modes from the total field at the
end of the plate, thus leaving only the displacements due to
the nonpropagating modes. We explain here the procedure by
which we performed that subtraction.

The amplitudes of the incident and reflected propagating
modes are known from the remote monitoring at location
‘‘ A’’ ~these will be presented later and are plotted in Fig. 11!,
so this determines the amplitudes of the fields to be sub-
tracted at the end of the plate. However, the phases of these
waves at the end of the plate are not yet known. The follow-
ing process is applied sequentially and separately to each of
the three possible propagating modes: the incidentA0 mode,

FIG. 11. Predictions of the reflection coefficient spectrum of theA0 andA1

modes when theA0 mode is incident. Solid lines are semi-analytical solu-
tion, filled circles are FE results. The reflection coefficient is defined as the
ratio of the amplitude of the out-of-plane displacement of the reflected wave
to that of the incidentA0 wave, calculated at the surface of the plate.
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the reflectedA0 mode and~if present! the reflected and mode
convertedA1 mode.

The out-of-plane displacement of the propagating mode
is monitored at two separate locations remote from the end
of the plate, let us say locations at distancesD1 adD2 from
the end of the plate. The FFT of each of these monitored
signals is calculated, giving the amplitude and phase at the
chosen calculation frequency~1 or 2.7 MHz mm!. The phase,
fend, at the end of the plate is then found by linear extrapo-
lation of the phases atD1 andD2:

fend5fD22~fD22fD1!*
D2

D22D1
. ~7!

Having found the amplitude and phase of the propagat-
ing wave at the end of the plate, these can be converted to
real and imaginary quantities and subtracted from the real
and imaginary parts of the total field at the end of the plate.
Once this has been performed for all of the propagating
modes, the remaining field is that due solely to the nonpropa-
gating modes.

The above calculation corresponds just to the out-of-
plane component of displacement at the surface of the plate.
In order to process the in-plane displacement, and the values
at any other locations through the thickness of the plate, it is
a simple matter just to make use of the known mode shape of
the mode~Fig. 2!. Thus for example, the amplitude of the
out-of-plane displacement at a quarter depth in the plate is
taken to be the known amplitude at the surface multiplied by

the ratio of the amplitudes of the mode shape at quarter-
depth and surface. When processing the FE results, an alter-
native approach was to perform the complete phase extrapo-
lation separately at each depth, since the signals were
monitored at all depths at the remote locations. This achieved
the same results, confirming agreement between the mode
shapes in the FE simulations and those predicted by DIS-
PERSE.

VII. RESULTS

A. Below A 1 cutoff frequency

Figure 11 shows a comparison of the semi-analytical and
the finite element predictions of the amplitudes of the reflec-
tion coefficients of theA0 andA1 modes when theA0 mode
is incident at the free edge of an aluminum plate. The reflec-
tion coefficient here is calculated from the out-of-plane com-
ponent of the displacement at the surface of the plate~at
locationA in the FE models!, and is defined by the ratio of
the amplitude of the displacement of the reflected wave to
that of the incident wave. This detail is unimportant when
considering theA0 mode, because the identical reflection co-
efficient would be indicated by considering any component
or depth-location of the displacement; however, it will be-
come essential information when considering theA1 mode
because the mode shapes of theA1 mode are different from
those of the incidentA0 mode. Furthermore, it should be
emphasized that neither theA0 nor theA1 reflection coeffi-

FIG. 12. Predictions of the phase of the reflectedA0 andA1 modes at the
end of the plate when theA0 mode is incident. Solid lines are semi-
analytical solution, filled circles are FE results. The values are the difference
between the phase of the out-of-plane displacement of the reflected mode
and that of the incident mode.

FIG. 13. Prediction of the enhancement of the displace-
ments at the end of the plate caused by the nonpropa-
gating modes:~a! incidentA0 mode;~b! signal at end of
plate, consisting of incident and reflectedA0 and non-
propagating modes;~c! ratio ~b!/~a! ~solid line! and ex-
pected ratio~b!/~a! ~dashed line! if there were no non-
propagating modes. All results are out-of-plane
component of displacement at surface of plate, using
signal with center frequency of 1 MHz mm.

FIG. 14. Total displacement field~all modes! through the thickness at the
end of the plate at 1 MHz mm, when the incidentA0 mode has unit ampli-
tude out-of-plane displacement at plate surface. Solid lines are semi-
analytical solution, filled circles are FE results, empty circles are experimen-
tal measurements.
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cient indicates directly the coefficient of the reflection of
energy; theA0-A0 energy reflection coefficient is given by
the square of the value reported here, while theA0-A1 re-
flection coefficient would require a calculation accounting
for all of the field through the thickness of the plate. The FE
reflection coefficients were calculated in the frequency do-
main, that is to say the amplitude frequency spectrum of the
reflected signal was divided by that of the incident signal.
This required a number of simulations with different center
frequencies in order to cover the bandwidth of the plot.

Very good agreement is found between the two methods
across the full bandwidth, thus confirming consistency in the
methodologies of the two techniques. As should be expected,
only the A0 mode is present at frequencies below theA1

cutoff frequency, and its reflection coefficient is unity. As the
frequency is increased above the cutoff, it can be seen that
the amplitude ofA0 initially decreases while the amplitude
of A1 increases; then laterA0 rises again. These trends have
also been demonstrated experimentally using a water-
coupled piezo-electric source transducer and an air-coupled

capacitive receiver transducer; full details of that setup and
results are given in Ref. 23.

Figure 12 shows the change of phase of the two propa-
gating modes as they are reflected or mode converted at the
end of the plate. The phase was calculated from the out-of-
plane component of displacement at the surface of the plate.
Thus if the incident mode has zero phase at the moment it
arrives at the end of the plate, then the plotted phase is that
of the reflected or mode converted mode at the moment it
leaves the end of the plate. The sign convention is that nega-
tive angles denote a phase delay. Very good agreement is
again found between the semi-analytical and the FE predic-
tions.

Figure 13 shows finite element predictions which illus-
trate the extent to which the displacements at the end of the
plate are enhanced by the contributions from the nonpropa-
gating modes. For simplicity the illustration is based on pre-
dictions made using a signal with center frequency-thickness
equal to 1 MHz mm, when the only propagating mode isA0 .
The incident wave was sampled by monitoring the out-of-
plane component of the displacement at the surface of the
plate at locationA of Fig. 6, and this is shown in part~a! of
Fig. 13. Part~b! then shows the same component of displace-
ment at the end of the plate~surface of plate at locationC!. If
this study had been carried out on the reflection of plane bulk
waves from the free surface of a semi-infinite half-space,
then we would expect the amplitude of the signal in~b! to be
exactly twice that of the signal in~a!. However, the ratio of
these amplitudes, shown in the frequency domain in Fig.
13~c!, is clearly very much more than two. The additional
displacement amplitude is that of the nonpropagating modes.
Similar enhancement of the displacements is found at fre-
quencies above theA1 cutoff frequency, but for brevity such
cases are not shown here.

Further illustration of these enhanced displacements is
developed in Fig. 14. This shows the total displacement field
through the thickness at the end of the plate at 1 MHz mm.
The field comprises the sum of the incident and reflected
propagating modes and the nonpropagating modes. The val-
ues are scaled such that the amplitude of the out-of-plane

FIG. 15. Displacement field corresponding to Fig. 14, but after removal of
the incident and reflected propagating modes, leaving just the nonpropagat-
ing modes. Solid lines are semi-analytical solution, filled circles are FE
results, empty circles are experimental measurements.

FIG. 16. Out-of-plane displacement field of the nonpropagating modes in
the vicinity of the end of the plate, after removal of the incident and re-
flectedA0 mode, at 1 MHz mm. Solid line is semi-analytical solution, filled
circles are FE results, empty circles are experimental measurements.

FIG. 17. Total displacement field~all modes! through the thickness at the
end of the plate at 2.7 MHz mm, when the incidentA0 mode has unit
amplitude of out-of-plane displacement at plate surface. Solid lines are
semi-analytical solution, filled circles are FE results.
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surface displacement of the incidentA0 mode is unity. Each
of the two components of the displacement is plotted without
phase information, that is to say the displacement profile is
shown at the instant during the harmonic cycle when it has
its maximum value at the surface of the plate. Excellent
agreement is found between the semi-analytical solutions,
the FE predictions, and the experimental measurements.

We now present results making use of the method de-
scribed in Sec. VI to remove the propagating modes from the
total displacement field of Fig. 14, leaving the contribution
due just to the nonpropagating modes. The results thus pro-
cessed are shown in Fig. 15. Again the amplitudes are scaled
to correspond to unit amplitude of the out-of-plane surface
displacement of the~removed! incident A0 mode. Also, the
displacement components are shown without phase informa-
tion, as in the preceding figure. This process was applied
separately to the FE and the experimental data, and both are
shown in the plot: FE predictions by filled circles and experi-
mental measurements by empty circles. The sum of the non-
propagating modes from the semi-analytical model are also
shown here, plotted as solid lines. In general there is very
good agreement between these results, although the measure-
ments show some scatter near the surface of the plate.

An interesting outcome of the study at this particular
frequency is that the nonpropagating wave field is dominated
by theA1 nonpropagating mode. This is confirmed by exam-
ining the results of the semi-analytical model, revealing that
the displacement amplitudes of theA1 nonpropagating mode
are more than one order of magnitude larger than those of
any other nonpropagating mode. Indeed plots of the in-plane
and out-of-plane displacement mode shapes ofA1 can be
practically overlaid on Fig. 15.

A similar approach was applied to the displacement field
along the top surface of the plate, in the vicinity of the end
~location B!. After applying the processing to remove the
displacements of the incident and reflectedA0 modes, the
finite element predictions and the experimental measure-
ments of the nonpropagating modes field are shown in Fig.
16. The plot shows the out-of-plane displacement, the ampli-
tude corresponding as before to unit amplitude of the inci-

dent mode. Once again there appears to be good agreement
between the finite element and the experimental results. The
decay of the nonpropagating modes within about five plate
thicknesses of the end of the plate is clearly demonstrated.
Also shown in the figure, by a solid line, is the decay profile
of the A1 nonpropagating mode, taken from the imaginary
part of the wave number from the semi-analytical model~the
DISPERSE prediction shows exactly the same shape!. This
confirms the observation that the nonpropagating modes field
is well described by just theA1 nonpropagating mode. In-
deed it can be seen in Fig. 3~c! that theA1 nonpropagating
mode has much the lowest value of attenuation at 1
MHz mm, and so any other nonpropagating modes present at
the end of the plate would have vanishing amplitude within a
short distance along the plate.

B. Above A 1 frequency cutoff

We now consider the behavior at 2.7 MHz mm, when
both theA0 and A1 modes may propagate. For brevity we
study just the field across the end of the plate in this case.

Figure 17 shows the total displacement field through the
thickness at the end of the plate. This field comprises the sum
of the incidentA0 mode, the reflectedA0 mode, the reflected
and mode convertedA1 mode, and all the nonpropagating
modes. The amplitude scaling and the form of the presenta-
tion is exactly the same as was used in the preceding section
for the 1 MHz mm case. The results show very good agree-
ment between the FE and the semi-analytical predictions.

Finally, Fig. 18 shows the displacement field through the
thickness at the end of the plate, after removal of the three
propagating modes. This field is thus the sum of the non-
propagating modes. Good agreement between the FE and the
semi-analytical predictions is demonstrated. The shape of the
field here is somewhat more complicated than that for the 1
MHz mm case, and indeed the semi-analytical study showed
that this field is no longer dominated by a single nonpropa-
gating mode, but by a combination, consisting predominantly
of A2 andA3 .

C. A brief comment on the symmetric mode S0

As discussed in Sec. II, the nonpropagating modes play
a part in the reflection behavior when the traction-free
boundary condition at the end of the plate cannot be satisfied
by a superposition of propagating modes. At low frequencies
the S0 mode is dominated by its in-plane displacement and
stress components, and these allow the traction-free bound-
ary conditions to be satisfied simply by the sum of the inci-
dent and reflectedS0 modes. Thus we should expect negli-
gible contributions from nonpropagating modes.

Indeed FE studies of theS0 mode within the frequency
range up to theA1 cutoff showed no evidence of the phe-
nomena which were observed with theA0 mode. The dis-
placements at the end of the plate were found to be almost
exactly twice the values of the incident mode, thus implying
that the amplitude of nonpropagating modes is negligible.
There was also no evidence of a phase change when reflect-
ing from the end of the plate.

FIG. 18. Displacement field corresponding to Fig. 17, but after removal of
the incident and reflected propagating modes, leaving just the nonpropagat-
ing modes. Solid lines are semi-analytical solution, filled circles are FE
results.
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Nevertheless, it should be noted that this conclusion
only applies in this low frequency range; significant ampli-
tudes of nonpropagating modes exist at higher
frequencies.9,17

VIII. CONCLUSION

The study has demonstrated significantly enhanced dis-
placements in the vicinity of the end of a plate when theA0

mode is incident. Semi-analytical predictions, finite element
simulations, and experimental measurements have been used
to investigate these fields at two example values of
frequency-thickness, below~1 MHz mm! and above~2.7
MHz mm! the A1 cutoff. Good agreement has been found
between the results of all three techniques. Then, by identi-
fication of the amplitudes and phases of the propagating
modes, it has been possible to remove these from the dis-
placement fields at the end of the plate, thus revealing the
fields due solely to the nonpropagating modes.

In relation to the motivation for the work, the develop-
ment of NDE techniques for the inspection of plates, there
are two important outcomes from the study. The first is that
the reflection of theA0 mode occurs with a change of phase,
for example a 90 deg delay in the more useful 1 MHz mm
case. It may be necessary to take account of this when deal-
ing with the superposition of multiple reflected signals in an
area-inspection technique. The second is that the nonpropa-
gating modes can enhance the displacement field at some
distance from the end of the plate, and this indicates the
importance of transducer placement for inspection. In the 1
MHz mm case the field is enhanced within a region of about
five plate thickness from the end of plate.
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17E. Le Clézio, M. Predoi, M. Castaings, B. Hosten, and M. Rousseau,
‘‘Numerical predictions and experiments on the free-plate edge mode,’’
Ultrasonics41, 25–40~2003!.

18S. Morse and P. Marston, ‘‘Meridional ray backscattering enhancements
for empty truncated tilted cylindrical shells: Measurements, ray model and
effects of a mode threshold,’’ J. Acoust. Soc. Am.112, 1318–1326~2002!.

19X.-M. Wang and F. Ying, ‘‘Scattering of Lamb waves by a circular cylin-
der,’’ J. Acoust. Soc. Am.110, 1752–1763~2001!.

20O. Diligent, M. Lowe, and P. Cawley, ‘‘Reflection and scattering of theS0

Lamb mode from circular defects in plates,’’ inReview of Progress in
Quantitative NDE, edited by D. Thompson and D. Chimenti~American
Institute of Physics, New York, 2001!, Vol. 20B, pp. 1134–1141.

21P. Wilcox, M. Lowe, and P. Cawley, ‘‘Lamb andSH wave transducer
arrays for the inspection of large areas of thick plates,’’ inReview of
Progress in Quantitative NDE, edited by D. Thompson and D. Chimenti
~Plenum, New York, 2000!, Vol. 19, pp. 1049–1056.
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This treatment overcomes the limit that the shape of source is of circular axial-symmetry. The
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transducers and agree well with the results given by complicated computation. ©2003 Acoustical
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I. INTRODUCTION

The Fresnel field integral~or Fresnel transform! appears
in many relevant problems of diffraction, for instance, the
theory of the sound field radiated from an ultrasonic trans-
ducer and of the laser beam field diffracted by an aperture.
The exact solution of these problems is described by the
well-known Rayleigh surface integral in general, or by
King’s integral in the case of circular axial-symmetry. In
practical situations, the Fresnel field integral is often used
instead of these two solutions. It is a good approximation
when the size of source is much larger than the wavelength
~about ten times! and the observation point is located in the
paraxial region. For most of the practical ultrasonic transduc-
ers, this integral is possibly invalid only in the extremely
near region of the transducers. In the most general case, how-
ever, the Fresnel field integral, two-dimensional and strongly
oscillatory, has to be numerically performed in the evaluation
of the field of an arbitrary distributed source. This is always
a time-consuming thing. To overcome this difficulty, Cook
et al. first presented the beam~or function! expansion
method that the field integral is expressed as the superposi-
tion of Gaussian–Laguerre functions~or Gaussian–Hermite
ones in the rectangular coordinate! and obtained a satisfac-
tory result, compared with the numerical solution of the Ray-
leigh integral, of the sound field from a circular uniform
piston transducer.1,2 Wen and Breazeale made some exten-
sions of the method in which the expansion functions used
involve only the Gaussian ones.3 Since then, many other ex-
tensions have been made in various ways.4–15 An obvious
advantage of this approach is that the analytical description
for the ~linear! sound field distribution, and even for the
second-order field nonlinearly generated, is obtainable and
thus the computation is greatly reduced. In previous papers,
nearly all examples are analyzed for the sound fields with
circular axial symmetry, but few are analyzed for the lack of
this symmetry.4

This paper presents an alternative approach, a further
extension of Breazeale’s, to evaluate the ultrasonic field of
transducers. The source function is generally expressed as
the superposition of a series of two-dimensional Gaussian
functions. The corresponding sound field is then reduced to
the computation of these simple functions. It avoids the limit
that the shape of the source is of the circular axial symmetry.
Numerical examples are given for the uniform elliptical and
rectangular piston transducers and compared with the results
in references, demonstrating the high efficiency of our
method in computer run time.

II. THEORY

A. Field integral

Here we write only the Fresnel field integral and its
alternative form in nondimensional variables. The detailed
derivation of this formula and the discussion of its applica-
tion limits can be found in much of the literature and text-
books. Assume that the source or the aperture is placed in the
planez50 in a rectangular coordinate, and here the quantity
u(x8,y8) is the pressure or normal velocity at the transduc-
er’s surface and may be defined as zero in other regions. It
may also represent the others, such as the light beam distri-
bution or the components of electromagnetic field intensity.
In the Fresnel approximation, the radiated sound field can be
expressed by

u~x,y,z!5
1

ilz E2`

` E
2`

`

expS ip

l

~x2x8!21~y2y8!2

z D
3u~x8,y8! dx8 dy8, ~1!

i.e., the Fresnel field integral. Herel is wavelength and the
propagating factor exp@2i(vt2kz)# has been omitted. With
the dimensionless variables

j5x/AS, z5y/AS, and h5lz/pS, ~2a!

Sbeing simply related to the area of source, we write Eq.~1!
asa!Electronic mail: dds@seu.edu.cn
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u~j,z,h!5
1

iph E
2`

` E
2`

`

expS i
~j2j8!21~z2z8!2

h D
3u~j8,z8!dj8 dz8. ~2b!

B. Two-dimensional Gaussian beams

A two-dimensional Gaussian source has the form

u~j8,z8!5exp@2~Bxj821Byz82!#, ~3!

whereBx and By are generally complex numbers with the
real parts greater than zero. The two-dimensional Gaussian
beam field, with a special notationG2 , is

G2~j,z,h;Bx ,By!

5
1

iph E
2`

` E
2`

`

expS i
~j2j8!21~z2z8!2

h D
3exp@2~Bxj821Byz82!#dj8 dz8. ~4!

Using

E
2`

`

expS 2
t2

4b
2gt Ddt52Apb exp~bg2!, ~5!

and making some arrangements, we have

G2~j,z,h;Bx ,By!5F 1

A11 iBxh
expS 2

Bxj
2

11 iBxh
D G

•F 1

A11 iByh
expS 2

Byz
2

11 iByh
D G

5G1~j,h;Bx!•G1~z,h;By!. ~6!

In Eq. ~6!, the G1’s denote the terms in the square brackets
and are indeed the expression of a one-dimensional Gaussian
beam. WhenBx5By5B, Eq. ~6! is just a usual~circular!
Gaussian beam.

In one paper by Wen and Breazeale, they expressed the
distribution function of an axial-symmetric~circular! source
as a linear superposition of complex Gaussian functions and
reduced the field solution to the calculation of simple Gauss-
ian functions. Mathematically, this expansion means that a
class of functions can be expressed approximately by a sum
of a set of Gaussian functions, namely,

f ~x!5 (
k51

N

Ak exp~2Bkx
2!, ~7!

where the expansion and Gaussian coefficients,Ak andBk ,
can be found out by computer optimization. Specially, Wen
and Breazeale obtained one of the coefficient sets, containing
only ten terms of coefficients (N510), to match the circ
function. These coefficients on the right-side of Eq.~7!, an
approximation of this function, are listed in Table I of Ref. 3;

moreover, they calculated the sound field distribution of a
uniform circular piston source. It is found that an excellent
agreement between a ten-term Gaussian beam solution and
the results of numerical integration is obtained throughout
the beam field, and discrepancies exist only in the extreme
near field~,0.12 times the Fresnel distance!. In this paper,
we take Eq.~7! as a known result,an approximation to the
circ function, and we express an arbitrary source function as
the superposition of a series of two-dimensional Gaussian
functions and show how to apply this approach in the field
calculation for the elliptical and rectangular transducers.

C. Rectangular piston

Assume that the center of a rectangular piston trans-
ducer, with a uniform distribution excitation, is located at the
origin of the coordinates. The source distribution function is
then defined as

u~x8,y8!5H 1 if ux8u<a, uy8u<b,

0 elsewhere.
~8!

The quantitiesa andb are the half-major and half-minor axes
of the transducer. Using the nondimensional variables, Eq.
~2a!, with S5ab, we get

FIG. 1. Comparison of the sound intensity distributions of the rectangular
piston along the acoustic axis~z!, computed by use of the Gaussian expan-
sion and the exact expression.~a! Square transducer (b/a51); ~b! rectan-

gular (b/a5
2
3). ~a! and~b! correspond to Figs. 3 and 5 of Ref. 17. Note that

the axial distance is normalized toZ054a2/l.
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u~j8,z8!5H 1 if uj8u<Aa/b, uz8u<Ab/a,

0 elsewhere.
~9!

The above function can be written

u~j8,z8!5circ~Ab/aj8!•circ~Aa/bz8!

5H (
k51

N

Ak expF2BkS b

aD j82G J
•H (

k51

N

Ak expF2BkS a

bD z82G J . ~10!

In the next treatment it is not necessary to further expand this
into the formal summation of two-dimensional Gaussian

functions like Eq.~3!. Using Eq.~6!, we express the sound
field of the rectangular piston transducer as

u~j,z,h!5F (
k51

N

AkG1S j,h;
b

a
BkD G

•F (
k51

N

AkG1S z,h;
a

b
BkD G . ~11!

The field distribution, directly from Eq.~2!, may be ex-
pressed by

FIG. 2. Comparison of the off-axis pressure field distributions~in thex-zplane! at the different axial distances. Hereh is as defined in the text@Eq. ~20!#. No
other results may be compared.
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u~j,z;h!5
1

iph E
j852Aa/b

Aa/b E
z852Ab/a

Ab/a

3expF i
~j2j8!21~z2z8!2

h Gdj8 dz8

5
1

iph E
j852Aa/b

Aa/b
expF i

~j2j8!2

h Gdj8

3E
z852Ab/a

Ab/a
expF i

~z2z8!2

h Gdz8. ~12!

One further obtains

u~j,z;h!5
1

2i FFSA 2

ph S j1Aa

bD D 2FSA 2

ph

3S j2Aa

bD D GFFSA 2

ph S z1Ab

aD D
2FSA 2

ph S z2Ab

aD D G . ~13!

Here F(z)5C(z)1 iS(z) is the Fresnel function, a kind of
the special functions widely used in the diffraction problem.

We now give a comparison of the results for the rectan-
gular piston, calculated respectively from Eqs.~11! and~13!.

Figure 1 shows the intensity distribution of the on-axis field
with the different values ofb/a, the ratio of the minor to
major side. One can see that the results with the Gaussian
expansion technique agree well with those of the analytical
solution. Discrepancies exist only in the extreme near-field.
To compare with the earlier results16,17 ~see Figs. 3 and 5 of
Ref. 17!, the calculation parameters in this example are taken
the same as in Ref. 17. Figure 2 is typically for the pressure
distribution of the off-axis field. In all the graphs, the results
are compared with numerical computation of the Fresnel
function, Eq.~13!. A very good agreement is again obtained,
with the exception of little loss of the fine structures in the
extreme near-field region.

D. Elliptical piston

For a uniform elliptical piston field, the source function
is

u~x8,y8!5H 1 if ~x8/a!21~y8/b!2<1,

0 elsewhere.
~14!

Without loss of generality, herea andb are the semi-major
and semi-minor axes of an elliptical piston. LettingS5ab
and using dimensionless variables, we write

u~j8,z8!5H 1 ~b/a!j821~a/b!z82<1,

0 elsewhere.
~15!

FIG. 3. The on-axis field distributions with different values ofd5b/a. Here
the normalized distanceSdefined by Ref. 4 has the relation with the variable
h of Eq. ~2a! in the text: S5(p/2)(d11/d)h. And DS/S5(12d2)/(1
1d2). ~a! d50.7738,DS/S50.3; ~b! d50.25, DS/S50.882. ~a! and ~b!
correspond to Figs. 6~c! and 7~c! of Ref. 4.~a! has some discrepancies in the
region ofS'0.3– 0.6 from Fig. 6~c! of Ref. 4; the others presented in Fig. 1
of Ref. 15 agree fairly well with those of Ref. 4.

FIG. 4. The axial fields for a cylindrically focused circular piston (d
5b/a51) obtained from the Gaussian expansion.~a! Fxl/4a250.372,Fy

5`; ~b! Fxl/4a250.744,Fy5`. Fx andFy are the focal lengths defined in
Ref. 4.
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The source function of the uniform elliptical piston can be
written

u~j8,z8!5circS b

a
j821

a

b
z82D

5 (
k51

N

Ak expF2S b

a
Bkj821

a

b
Bkz82D G . ~16!

From Eqs.~6! and ~7!, the radiated field distribution is thus
expressed as

u~j,z,h!5 (
k51

N

AkG2S j,z,h;
b

a
Bk ,

a

b
BkD . ~17!

As in the case of a uniform circular piston transducer,
there is no analytical expression for the uniform elliptical
piston field, except in the far field~Fraunhofer region! where
the field distribution may be simply described in terms of the
first-order Bessel function of the first kind. An integral rep-
resentation of the on-axis radiation field from the elliptical
transducer is given by Thompsonet al.4 This result is repro-
duced here with our notation,

u~0,0,h!

5
1

2p E
0

2pF12expF i2d

h@~11d2!1~12d2! cos 2u#G G du,

~18!

whered5b/a is the ratio of the semi-minor to semi-major
axis. For the off-axis field, they expanded it into the super-
position of Gaussian–Hermite functions up to about 2000
~for instance, 47347) terms, using the method of Cooket al.

We now present the calculated results for the elliptical
piston field. For comparison, all parameters are the same as
in Ref. 4. Figure 3 demonstrates the on-axis field of the
uniform elliptical pistons with the different values ofd. The
exact results from Eq.~18! are also shown in this figure. It is
obvious that our results with the only ten-term Gaussian ex-
pansion technique are better than those calculated using 47
347- or 41341-term Gaussian-Hermite functions.4 ~See
Figs. 6 and 7 of Ref. 4.! Unfortunately, there is no body of
literature for the off-axis near-field of elliptical transducers
that permits comparison.

The present method is easy to apply to the case of the
sound field of the elliptical piston focused by a bicylindrical
lens.4 The effect of focusing is~approximately! equivalent to
a spatial modulation of the plane piston distribution. A pro-
cedure fully applicable here has been given in Refs. 8 and 9,
although there the field of the circular focused piston trans-
ducer was analyzed. We do not repeat here and merely give
some results for the focused elliptical pistons, as shown in
Fig. 4. In all calculations we apply the ten pairs of coeffi-
cients in Table I of Ref. 3.

Finally, it is worth pointing out that the present method
may be applied to the other circumstances. For example, the
sound field by a strip piston may be included as a special
case of the rectangular transducer.18,19 A more general dis-
cussion will be given in the Appendix. Besides, the integral
representation of field, Eqs.~1! and~2!, appear in many other

branches of physics and engineering application involving
the problem of diffraction, such as optics, the propagation of
electromagnetic fields, etc. It is expected that the present or
an improved method is still applicable in these fields.

III. CONCLUSION

In conclusion, we have presented a new approach that
treats efficiently the radiation problem for the ultrasonic
transducers. It reduces the Fresnel field integral to the super-
position of a set of two-dimensional Gaussian beams. The
radiated fields of the elliptical and the rectangular piston are
exemplified and compared with the results in references,
demonstrating the high efficiency of this method. The possi-
bility of the application to the other cases is also discussed.
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APPENDIX: FURTHER EXTENSION

Notice that those several examples given in the text are
still very special. The source function has the property
u(x,y)5u(6x,6y), that is, the source~or beam! distribu-
tion is always symmetrical with respect ofx and y axes.
Naturally, the question rises: Is there an expansion similar to
Eq. ~10! or ~16!, or does the present method remain appli-
cable, for an arbitrary, real source distribution without this
symmetry? To answer this question, we give the following
statement.

Let the functionf (x,y) be square integrable and~piece-
wise continuous! in the entire region~x-y plane!, i.e.,
*2`

` *2`
` f 2(x,y)dx dy,1`. Then this function is always

expressed as the summation form of the two-dimensional
Gaussian functions, in a sense of an average convergence. In
other words, if

Q5E
2`

` E
2`

` F f ~x,y!2 (
k51

N

AkG2~x2ak ,

y2bk ;Bxk ,Byk!G2

dx dy, ~A1!

thenQ→0 whenN→`. The functionG2 here is the same
form as that of Eq.~3!, defined by

G2~x2ak ,y2bk ;Bxk ,Byk!5exp$2@Bxk~x2ak!
2

1Byk~y2bk!
2#%, ~A2!

andAk , Bxk , Byk , ak andbk are a set of coefficients to be
determined for the functionf (x,y) given. Further,ak andbk

are always assumed to be real-valued. There is a geometric
explanation for real-valuedak andbk . For a Gaussian beam
described by Eq.~A2!, its center shifts from the point~0,0! to
(ak ,bk). In principle, these coefficients of Eq.~A1! are ob-
tained by computer optimization.3

3047J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Ding et al.: Transducer radiation field



We have some difficulty to mathematically prove this
statement. However, the statement seems to hold good from
intuition. Under this assumption, the approach presented in
the text is extended to a more general case. An arbitrary
source function is decomposed to

u~j,z!5 (
k51

N

AkG2~j2ak ,z2bk ;Bxk ,Byk!. ~A3!

The radiation field is calculated from

u~j,z,h!5 (
k51

N

AkG2~j2ak ,z2bk ,h;Bxk ,Byk! ~A4!

of G2 with the same form as Eq.~3!.
An example at hand strongly supports the above argu-

ment. We assume that the quarter of a uniform, elliptical~or
circular! piston is located in the first region of the rectangular
coordinate. Its source function, no longer symmetric, is ex-
pressed as

u~j8,z8!5H 1 ~b/a!j821~a/b!z82<1, j8>0, z8>0,

0 elsewhere.
~A5!

Note that Eq.~A5! may be written as

u~j8,z8!5 f 1~j8,z8! f 2~j8! f 3~z8!, ~A6a!

where

f 1~j8,z8!5circS b

a
j821

a

b
z82D

5 (
k51

N

Ak expF2S b

a
Bkj821

a

b
Bkz82D G , ~A6b!

f 2~j8!5circS 2Ab

a Uj82
1

2U D
5 (

k51

N

Ak expF24BkS b

aD S j82
1

2D 2G , ~A6c!

and

f 3~z8!5circS 2Aa

b Uz82
1

2U D
5 (

k51

N

Ak expF24BkS a

bD S z82
1

2D 2G . ~A6d!

The above coefficients are known from Table I of Ref. 3.
Then Eq.~A5! is expressed in the form of Eq.~A3!, and its
coefficients, although not optimized, are the combination of
the known Gaussian and expansion coefficientsBk andAk ,
and the parameterd5b/a.

This is of course an imagined example. Fortunately, the
geometry of transducers or sources is nearly~considered!
regular in many practical uses and the theory of diffraction
problems. We do not say much.

1B. D. Cook and W. J. Arnoult III, ‘‘Gaussian-Laguerre/Hermite formula-
tion for the nearfield of an ultrasonic transducer,’’ J. Acoust. Soc. Am.59,
9–11 ~1976!.

2E. Cavanagh and B. D. Cook, ‘‘Gaussian-Laguerre description of ultra-
sonic fields-Numerical Example: Circular piston,’’ J. Acoust. Soc. Am.67,
1136–1140~1980!.

3J. J. Wen and M. A. Breazeale, ‘‘A diffraction beam field expressed as the
superposition of Gaussian beams,’’ J. Acoust. Soc. Am.83, 1752–1756
~1988!.

4R. B. Thompson, T. A. Gray, J. H. Rose, V. G. Kogan, and E. F. Lopes,
‘‘The radiation of elliptical and bicylindrically focused piston transduc-
ers,’’ J. Acoust. Soc. Am.82, 1818–1828~1987!.

5D. Ding, J. Lin, Y. Shui, G. Du, and D. Zhang, ‘‘An analytical description
of ultrasonic field produced by circular piston transducer,’’ Acta Acust.
~Beijing! 18, 249–255~1993!.

6D. Ding, Y. Shui, J. Lin, and D. Zhang, ‘‘A simple calculation approach
for the second harmonic sound field generated by an arbitrary axial-
symmetric source,’’ J. Acoust. Soc. Am.100, 727–733~1996!.

7D. Ding and Z. Lu, ‘‘A simplified method to calculate the sound field of
pistonlike source,’’ Chin. J. Acoust.15, 213–222~1996!, also appearing in
Acta Acust.~Beijing! 21 ~Suppl. 4!, 421–428~1996!.

8D. Ding and Z. Lu, ‘‘A simplified calculation for the second-order fields
generated by axial-symmetric sources at bifrequency,’’ inNonlinear
Acoustics in Perspective: Proceedings of the 14th International Sympo-
sium on Nonlinear Acoustics, edited by R. J. Wei~Nanjing U. P., Nanjing,
1996!, pp. 183–188.

9D. Ding, ‘‘A simplified algorithm for the second-order sound fields,’’ J.
Acoust. Soc. Am.108, 2759–2764~2000!.

10D. Ding and X. Liu, ‘‘Approximate description for Bessel, Bessel-Gauss
and Gaussian beams with finite aperture,’’ J. Opt. Soc. Am. A16, 1286–
1293 ~1999!.

11M. D. Prange and R. G. Shenoy, ‘‘A fast Gaussian beam description of
ultrasonic fields based on Prony’s method,’’ Ultrasonics34, 117–119
~1996!.

12O. B. Matar, J. P. Rernenieras, C. Bruneel, A. Roncin, and F. Patat, ‘‘Ul-
trasonic sensing of vibrations,’’ Ultrasonics36, 391–396~1998!.

13D. Huang and M. A. Breazeale, ‘‘A Gaussian finite-element method for
description of sound diffraction,’’ J. Acoust. Soc. Am.106, 1771–1781
~1999!.

14M. Spies, ‘‘Transducer field modeling in anisotropic media by superposi-
tion of Gaussian base function,’’ J. Acoust. Soc. Am.105, 633–638
~1999!.

15Y. Zhang, J. Liu, and D. Ding, ‘‘Sound field calculations of elliptical
pistons by the superposition of two-dimensional Gaussian beams,’’ Chin.
Phys. Lett.19, 1825–1827~2002!.

16A. Freedman, ‘‘Sound field of a rectangular piston,’’ J. Acoust. Soc. Am.
32, 197–201~1960!.

17J. Marini and J. Rivenez, ‘‘Acoustical fields from rectangular ultrasonic
transducers for nondestructive testing and medical diagnosis,’’ Ultrasonics
12, 251–256~1974!.

18F. D. Martin and M. A. Breazeale, ‘‘A simple way to eliminate diffraction
lobes emitted by ultrasonic transducers,’’ J. Acoust. Soc. Am.49, 1668–
1669 ~1971!.

19M. A. Breazeale, F. D. Martin, and B. Blackburn, ‘‘Reply to ‘Radiation
pattern of partially electroded piezoelectric transducers,’’’ J. Acoust. Soc.
Am. 70, 1791–1793~1981!.

3048 J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Ding et al.: Transducer radiation field



Local interaction simulation approach to modelling nonclassical,
nonlinear elastic behavior in solids

Marco Scalerandi,a) Valentina Agostini, and Pier Paolo Delsanto
INFM, Dip. Fisica, Politecnico di Torino, C.so Duca degli Abruzzi 24, Torino, Italy

Koen Van Den Abeele
Interdisciplinary Research Center, Fac. of Science, K. U. Leuven Campus Kortrijk, E. Sabbelaan 53,
B-8500 Kortrijk, Belgium

Paul A. Johnson
Los Alamos National Laboratory, Nonlinear Elasticity Group, MS D-443, Los Alamos, New Mexico 87545

~Received 16 July 2002; revised 6 February 2003; accepted 10 March 2003!

Recent studies show that a broad category of materials share ‘‘nonclassical’’ nonlinear elastic
behavior much different from ‘‘classical’’~Landau-type! nonlinearity. Manifestations of
‘‘nonclassical’’ nonlinearity include stress–strain hysteresis and discrete memory in quasistatic
experiments, and specific dependencies of the harmonic amplitudes with respect to the drive
amplitude in dynamic wave experiments, which are remarkably different from those predicted by
the classical theory. These materials have in common soft ‘‘bond’’ elements, where the elastic
nonlinearity originates, contained in hard matter~e.g., a rock sample!. The bond system normally
comprises a small fraction of the total material volume, and can be localized~e.g., a crack in a solid!
or distributed, as in a rock. In this paper a model is presented in which the soft elements are treated
as hysteretic or reversible elastic units connected in a one-dimensional lattice to elastic elements
~grains!, which make up the hard matrix. Calculations are performed in the framework of the local
interaction simulation approach~LISA!. Experimental observations are well predicted by the model,
which is now ready both for basic investigations about the physical origins of nonlinear elasticity
and for applications to material damage diagnostics. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1570440#

PACS numbers: 43.25.Dc, 43.25.Gf, 43.25.Ed@MFH#

I. INTRODUCTION

In the last decade, numerous studies of a diverse class of
materials such as earth materials, cement products, concrete,
composites, etc., have shown that their elastic nonlinear be-
havior is significantly different from the classical nonlinear
behavior found in ‘‘ordinary’’ materials, such as glasses,
single crystals, and numerous others.1–3 Despite their very
different structural and chemical properties, these materials
share the same nonlinear elastic signatures that can be ob-
served in both quasistatic and dynamic experiments. In the
following we shall say that these materials display ‘‘nonclas-
sical’’ nonlinearity, while the ‘‘ordinary’’ materials, which
obey the traditional nonlinear theory of Landau4,5 shall be
called ‘‘classical’’ nonlinear.

The fundamental characteristic of nonclassical material
behavior in quasistatic experiments is the appearance of
stress–strain hysteresis and discrete memory.6 Differences
between nonclassical and classical nonlinear dynamic behav-
ior include: a downshift of the resonance frequency, propor-
tional to the resonance amplitude in the nonclassical case
versus a quadratic amplitude dependence in the classical
case; nonlinear attenuation versus amplitude independent at-
tenuation; quadratic amplitude dependence of the third har-

monic versus cubic in the classical case.2 Another striking
feature observed in the nonclassical nonlinear dynamic re-
sponse of nonclassical materials is ‘‘slow dynamics,’’ i.e., the
slow recovery of the linear material properties~wavespeed
and attenuation! after a sample has been subjected to a
force.7–9

Nonclassical nonlinear effects are believed to be due to
the presence of soft regions in hard materials~e.g., micro-
cracks, flat pores and soft bonding regions between grains in
a granular material!. They have been successfully reproduced
by a model proposed by Holcomb and, later, by Guyer and
McCall,10 based on a Preisach–Mayergoyz~PM! space rep-
resentation, in analogy with the treatment of magnetic hys-
teresis. Such a model provides a simple phenomenological
description of the complex elastic behavior of an elementary
elastic unit in the composition of an arbitrary material. Each
unit is described by an elementary constitutive law that ac-
counts for effects such as nonlinearity, hysteresis and end-
point memory. The collection of all units, each of them with
their particular constitutive relations, yields the so called
‘‘PM space,’’ which characterizes the material specimen and
can be used to predict the static mechanical behavior of rocks
in agreement with macroscopic observations. In the case of
dynamic problems, Van Den Abeeleet al.11 used a quasiana-
lytical approximation of this model for homogeneous and

a!Author to whom correspondence should be addressed; electronic mail:
scalerandi@polito.it

3049J. Acoust. Soc. Am. 113 (6), June 2003 0001-4966/2003/113(6)/3049/11/$19.00 © 2003 Acoustical Society of America



isotropic nonlinear media to evaluate the influence of hyster-
esis on the propagation of longitudinal waves.

Analytical approaches significantly simplify the problem
but may not succeed in reproducing the whole set of ob-
served phenomena. Application of numerical calculations
can serve as an alternative for a more complete theoretical
analysis, including the extension of a basic one-dimensional
model to higher dimensions. Computer models based on a
microscopic approach, such asab initio calculations and mo-
lecular dynamic techniques12 are commonly used and allow,
for instance, the understanding of atomic-scale effects and
material behavior under applied stresses.13 However, such
methods are often of no practical use because of the huge
CPU time required, even for simulations over a relatively
small number of atoms. Therefore, a bridging between a mi-
croscopic and a macroscopic description is extremely useful.

In wave propagation applications, Delsantoet al.14 pro-
posed an approach for numerical simulations of macroscopic
wave phenomena in complex heterogeneous media by intro-
ducing localized features at the mesoscopic to microscopic
scale. The approach is based on the local interaction simula-
tion approach~LISA!15 in conjunction with a spring model.16

A very important feature of LISA is, as its name implies, the
capability of implementing at the local level even very com-
plex mechanisms, which would be difficult to include in a
partial differential equation. In fact the method allows full
freedom in the choice of interaction between the nodes
which represent the boundaries of the material cells.

It is also possible, by splitting the nodes at the interfaces
between different material components into ‘‘subnodes,’’
each related to a different component, to include all kinds of
microscopic-to-mesoscopic scale features. Such a model was

implemented numerically in the LISA framework to simulate
the influence of the local nonlinear elastic properties on the
one-dimensional dynamic wave propagation in nonclassical
materials.17 To our knowledge, this is the only study to date
that explicitly incorporates a macroscopic simulation of dy-
namic nonlinearity and hysteresis.

One of the drawbacks of numerical simulations is the
difficulty of insuring the convergence and stability of the
solutions. In this work, we propose a modification of the
micromechanical properties of the individual units, as sug-
gested in previous papers,10 providing both an alternative
physical description of the elasticity of the bond system and
a more stable numerical treatment.

In Sec. II, we define for each unit the nonanalytical con-
stitutive law provided by the model used as input for the
LISA simulation. The main difference with the model of
Guyer and McCall10 is that the units, which represent the
interstices between grains, are elastic and therefore not re-
stricted to only two strain states~‘‘open’’ and ‘‘closed’’!. In
Sec. III, a generalization of the spring model16 is introduced
for the simulation of the propagation of ultrasonic waves in
classical materials, with both rigid and nonrigid interfaces.
The approach is then extended to the treatment of nonclassi-
cal nonlinearities.

In order to illustrate the applicability of the model, we
focus our attention on simulations of a resonant bar experi-
ment~Sec. IV! and show that our model is capable of repro-
ducing all of the observed nonclassical nonlinear features.

II. CONSTITUTIVE RELATIONS

Let us consider a sample of a multigrained material, as
shown in Fig. 1~a!. For simplicity, we assume that grains are
homogeneous and that the distance between two grain cen-
ters isL when no pressure is applied to the bar. Likewise we
assume that, initially, all the interstices between grains have
the same lengthd (0)!L. The bar may then be represented by
the 1D lattice sketched in Fig. 1~b!: a sequence of elastic
portions separated by soft interstice regions. The latter can be
thought of as the bond system between the grains. In the
following we will call the combination of elastic grain and
interstice elastic unit~EU! or lattice cell.

In the PM space model,10 the interstice regions can exist
only in two states: open or closed. In the open state the
interstice has a lengthd0 . When the pressure on the inter-
stice increases, it behaves rigidly and remains at the length
d0 up to a certain pressurePc . At this pressure level, the
interstice instantaneously closes~infinitely soft elasticity for
an infinitesimal short time! and assume the lengthdc

(<d0). Upon further increase of pressure, the interstice con-
tinues to behave rigidly, this time with lengthdc . When
decreasing the pressure, the interstice remains at its lengthdc

down to a pressure levelP0(<Pc), where it instantaneously
opens, and remains at the lengthd0 upon further decrease of
the pressure. The grains are considered to be purely elastic,
represented by a modulusKg . The corresponding stress–

FIG. 1. ~a! Representation of a specimen bar with grains and interstices;~b!
its 1D schematic representation;~c! representation of the forces acting on
the two subnodes delimiting an interstice.
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strain relations are shown in Fig. 2~we consider the straine
to be positive if the length is decreasing, and pressure is
considered positive in compression, negative in tension!. The
pairs (P0 ,Pc) have generally different values for each inter-
stice.

The residual modulus of a lattice cellKcell can be calcu-
lated as follows:

1

Kcell
5

1

Kg
1

1

KI
, ~1!

whereK I is the interstice modulus, which is infinity~rigid

behavior! except atP0 and Pc . For completeness, we also
illustrate in Fig. 2 the elastic response of a single lattice cell,
both for P0ÞPc ~hysteretic jump cell! and for P05Pc ~re-
versible jump cell!.10 Apart from two geometric parameters
~L andd (0)), lattice cells in this model are thus represented
by four ‘‘elastic’’ parameters:Kg , P0 , Pc , andd0 .

For numerical simulations, the appearance of jumps in
the state equation, i.e.,i the interstice length, may cause
problems of convergence and stability. Also, from a physical
point of view, discontinuities in a physical parameter are
unrealistic. Ideally, it would be most satisfactory to describe
the elastic behavior by means of smooth analytic functions.
As an example, the expressions

FIG. 2. The micromodel of Guyer and McCall~Ref. 10! illustrating the stress–strain behavior of a typical lattice cell composed of an elastic unit and a
nonclassical interstice. The grains are purely elastic, the interstices display jump and hysteresis phenomena. Apart from two geometric parameters ~L andd (0),
see Fig. 1!, lattice cells are represented by four ‘‘elastic’’ parameters: the elasticity of the grainsKg , the opening and closing pressuresP0 andPc , and the
elementary length changed02dc . The total strain on a lattice cell can be calculated by a series interaction. A statistical ensemble of such cells represents a
microinhomogeneous material.
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yield the elastic stress-strain behavior of the lattice cell illus-
trated in Fig. 3, i.e., describes the hysteresis loop. Here, a
total of six ‘‘elastic’’ parameters are involved:Kg , KI , P0 ,
Pc , k, andx. KI introduces a difference in elasticity modu-
lus before and after the hysteretic open-closure pressure
range;k reflects the magnitude of the jump in strain atPc

andx takes into account the smoothness of the transitions at
Pc and P0 . The PM space of Ref. 10 can be reproduced in
the limit of KI→` andx50, i.e., when there is no change in
the elasticity modulus before and after closure, and the clos-
ing and opening are instantaneous in pressure.

However, since we are treating the bond system as soft
inclusions, it is reasonable to assume that the modulus of a
lattice cell alters when the elastic features change states.
Therefore, it seems appropriate to retain the interstice soft-
ness parameterKI at a value different from infinity. In order
to limit the number of free parameter values to four, as in the
original PM space model, we putk5x50. In doing so, we
have adjusted the micromechanical properties of the bond
elements, introducing a state variable which rules the inter-
stice elastic properties. Instead of opening and closing dis-
continuously in pressure, the interstice element behaves lin-
early elastic, with modulusK85d (0)/L (0)KI , up to the
pressurePc . At that pressure level, the element becomes
rigid ~infinite modulus!, and it remains rigid for all pressures
above. When decreasing the pressure, the interstice remains
at a fixed length down to a pressure levelP0 , where it in-
stantaneously opens and continues afterwards to increase its
length according to Hooke’s law,

e I5
d~0!2d

d~0!
5

P

K8
. ~3!

The sudden decrease in strain~increase in length! of the lat-
tice cell atP0 amounts to (Pc2P0)/KI . The corresponding
stress–strain behavior of the elastic unit, the interstice ele-
ment and the total lattice cell are shown in Fig. 4. As in the
case of the original PM space model, the micromechanical
behavior can be described by piecewise linear functions. If
P05Pc , we talk of a reversible elastic unit~REU!. If P0

differs from Pc , we use the term hysteretic elastic unit
~HEU!.

The new representation is an alternative model to the
PM space model for a possible nonclassical physical mecha-
nism. Of course, the choice of the protocol for the state vari-
able should be dictated by the physical processes involved in
the propagation at a microscopic level~work in progress!.
However, the simple phenomenological protocol used here
already yields satisfactory results. It also has the advantage
of eliminating the discontinuities of the physical parameter
by replacing them with two discontinuities of a state vari-
able, to be defined in the next section. This is important for
the stability and convergence of the simulations. In the fol-
lowing section, we implement this type of elastic behavior in
the framework of the local interaction simulation approach
~LISA!. However, the LISA approach can be applied to
evaluate the macroscopic dynamic response of systems with
any type of local nonclassical nonlinear elasticity.17 In the
present paper, first we consider the case of ‘‘classical phase’’
materials with completely rigid bonds, then we introduce lin-
early elastic bonds, and finally we implement the case of
bonds with the assumed nonlinear elasticity, in order to de-
scribe the macroscopic dynamic behavior of nonclassical
materials.

FIG. 3. A continuous micromodel il-
lustrating the stress–strain behavior of
a lattice cell characterized by a set of
six ‘‘elastic’’ parameters:Kg , KI , P0 ,
Pc , k, andx.
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III. THE LISA MODEL

As shown in Fig. 1, each lattice cell consists of an elastic
portion ~grain! and an interstice element~bond!. According
to our model, the latter is responsible for the elastic hyster-
etic response. In order to describe the interstice region be-
tween two grains, each grid nodei is split into two subnodes
i 6 @see Fig. 1~c!#. Since in dynamical experiments the con-
tribution of classical nonlinearity is generally negligible, we
assume that the grains are linearly elastic. We confine all the
nonlinear behavior to the interstices. Associated with each
subnode is a lengthLn5L/2 ~i.e., of half a grain! and a mass
mn5rLn , wherer is the mass density per unit length. The

interstices are considered to have zero mass~becaused (0) is
assumed to be very small!. We call the combination of two
subnodes left and right of a grid node, with their lengths and
masses, a GBG cell~grain–bond–grain!. Depending on the
elastic behavior of the grains and the bond, this cell can be
linearly elastic, classical nonlinear or nonclassical nonlinear.

For the simulation of dynamic processes, we also con-
sider a time discretizationt50,1,2,... with a constant time
stept. When referring to lengths~d!, displacements~u! and
forces (F, f ), the first subscript always refers to the space
discretization, whereas the second refers to the time discreti-
zation. However, for brevity, starting with Eq.~3!, we will

FIG. 4. The currently used micromodel illustrating the stress–strain behavior of a typical lattice cell composed of a purely elastic unit and a nonclassical
interstice displaying both elasticity and jump and hysteretic phenomena. Apart from the geometric parameters, the lattice cells in this model are represented
by four ‘‘elastic’’ parameters: the elasticity of the grainsKg , the opening and closing pressuresP0 andPc , and the elasticity of the intersticesKI . The total
strain on a lattice cell can be calculated by a series interaction. This micromodel derives from the general continuous model by setting bothk andx equal to
zero.
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usually omit one or both indices when equal to the ‘‘current’’
values ofi and/ort.

A. Classical phase materials

Classical phase materials are elastic materials with a
classical bond system, i.e., the elastic behavior of both grains
and bonds is linear or classically nonlinear. A particular case
occurs when all of the interstices behave rigidly, i.e., the
length of each interstice remains constant:

d i ,t5d i
~0!1ui ,t

1 2ui ,t
2 5const ;T0<t<T1 , ~4!

whereT0 andT1 represent two arbitrary times andd i
(0) is the

rest length of theith interstice. This corresponds to the case
of ‘‘perfect contact’’ in Ref. 16. In other cases of ‘‘classical
phase elasticity’’d i ,t may be allowed to vary, provided the
elastic modulus~i.e., the derivative of the stress with respect
to the strain! is a continuous~linear or nonlinear! function of
the applied stress.

To describe the general case, we assume that the follow-
ing forces act on each subnode~we use the convention that
forces are positive when pointing to the positivex direction!:

An ‘‘external’’ elastic forceFi ,t
6 , due to the presence of

an excitation of the bar at the intersticei at the timet. Ne-
glecting, as mentioned, the classical nonlinear terms,

Fi ,t
6 5Kg

ui 61,t
7 2ui ,t

6

L
, ~5!

whereKg is the stiffness of the grains andui ,t
6 is the subnode

displacement.
A ‘‘dissipative’’ force g dui ,t

6 /dt, which is required in
the simulation of dynamic resonance experiments in order to
obtain steady state solutions.

An ‘‘internal’’ force, which acts on the interstice to keep
the two subnodes together and transmits the external excita-
tion through the bar.16 Since the interstice itself has no mass:
f i ,t

1 52 f i ,t
2 . These forces represent the ‘‘interaction forces’’

in the interstice.
An elastic ‘‘restoring’’ force

Ii ,t
6 57KI

d i ,t2d i
~0!

d i
~0!

~6!

which corresponds to the elastic contribution, analogous to
Eq. ~5! for the grain.

The equation of motion for the two subnodes is then

rLnü65F62gu̇61 f 61I6. ~7!

By subtracting and summing these equations, we obtain the
following:

The differential equation of the state evolution of the
interstice~describing the hysteretic loop!

rLnd̈5P2gḋ12 f 1I12I2. ~8!

The differential equation describing the pulse propaga-
tion

rLnÿ5F2g ẏ, ~9!

where

P5F12F2, ~10!

y5~u11u2!/2, ~11!

F5~F11F2!/2. ~12!

1. Rigid interstice case

In a time interval (t,t11) in which the interstice re-
mains rigid, i.e.,d t115d t , it follows:

ḋ'
d t112d t21

2t
5

d t2d t21

2t
5

Dd t21

2t
, ~13!

d̈'
d t1122d t1d t21

t2
52

Dd t21

t2
, ~14!

where we have applied the usual first order finite difference
formalism together with the definition of the forward differ-
ence operator

Dyk5yk112yk . ~15!

From Eqs.~6!, ~8!, and~9!, it follows

f 52
P

2
2

a

2
Dd t211KI~d2d~0!!, ~16!

where

a5
1

2t S 2rLn

t
2g D . ~17!

Note that if d never changes~permanently rigid inter-
face!, Dd t2150 andd5d (0) at all times, and therefore

f 52P/2 ~18!

as in Ref. 15. In this case,u15u2 at each time.

2. Classical interstice case

When the interstice is not rigid, the arrival of an external
excitation may change its length. Then, at least locally, we
must assume that the material is undergoing a change. Ac-
cordingly, we modify Eq.~16! by multiplying the three terms
on the right-hand side by three bond ‘‘quality’’ parametersq,
q8, andq9 ~each of them less or equal to unity!, which allow
us to specify the quality of the interface bond at the timet:

f 52q
P

2
2q8

a

2
Dd t211q9KI~d2d~0!!. ~19!

In the general case of a ‘‘classical’’ interstice,q, q8, andq9
are assumed to be constant, but more generally they may
depend on the stress in a continuous and reversible way. The
rigid interstice phase is recovered by placing all values equal
to unity.

Substituting Eq.~19! into Eq. ~8!, we obtain

rLnd̈5rP2gḋ2q8aDd t2122r 9KI~d2d~0!!, ~20!

where r 512q, r 9512q9. Equation ~9! remains unaf-
fected, because it does not involve the internal forces.

Following Eq.~20!, the overall elastic properties of the
GBG cells are defined by an effective elastic constant, which
is a function of the elastic constants of the grain and bond,
and of the~instantaneous! values of the bond quality param-
eters

Keff5F~Kg ,Ki ,q,q8,q9!. ~21!

Sinceu65y6d/2, we obtain from Eqs.~9! and ~20!,
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2rLnü65~11r !F61~12r !F722gu̇67q8a~Dut21
1

2Dut21
2 !72r 9~u12u22d~0!!. ~22!

From Eq.~22! and by assuming thatLn andt are chosen in
order to assure optimal convergence,

2Ln

t
5AKg

r
, ~23!

it follows:

But11
6 5~11r!ui 61

7 1~12r!ui 71
6 22Aut21

6 1q8A~ut21
6 2ut21

7 !

1E~u62u7!6
2Kir 9

C
d~0!, ~24!

where

C5
2Lnr

t2
, B511

g

Ct
, A512

B

2
,

~25!
E512r 2q8A2

2KIr 9

C
.

We remark here that, when the linear attenuation is not neg-
ligible, better convergence is obtained by choosing a fre-
quency dependent time step18

2Ln

t
5A r

Kg

A11A114g2/~v2r2~2Ln!2!

2
. ~26!

Equations~25! needs to be correspondingly modified.

B. Nonclassical phase materials

In a classical phase material, the parametersq, q8, and
q9 at each grid point are smooth single valued functions of
the stress. In a nonclassical material, the internal structure
may vary discontinuously and nonuniquely as a function of
the applied stress. The discontinuous or nonunique stress de-
pendence may be due to various physical mechanisms, e.g., a
redistribution of dislocations, crack activation~opening or
closing! or frictional forces~jerks!. In the case of nonlinear
elastic materials it is reasonable to assume that these changes
affect only the interstice region. The effects at the
mesoscopic–microscopic scale may be conveniently mod-
eled by introducing a more complex dependence of the bond
quality parametersq, q8, andq9 on the local applied pres-
sure. To describe the dependence of the bond quality param-
eters on the externally applied driving pressure in a nonclas-
sical phase, we apply an approach similar to the one of Ref.
10, as described in Sec. II. We assign a pair of pressure
parametersP0 andPc to each GBG cell (P0<Pc). When the
local pressure applied to the interstice reaches the valuePc ,
we allow the bond quality parameters to switch from their
initial values to unity, i.e., the bond becomes rigid forP
.Pc . Conversely, whenP decreases belowP0 , the bond-
quality parameters are switched to a value less than unity.
The protocol for the bond quality parameterq as a function
of the local pressureP is schematized in Fig. 5. Sinceq8
affects only the wave attenuation, which is not relevant in the
present context, we keep for simplicityq851 at all times.
Likewise, for simplicity, we setq95q at all pressures. Other

choices of protocol are, of course, possible and might be
more suitable in general or in particular situations.

In the above described protocol, the specimen is repre-
sented as a sequence of GBG cells, each defined by a pair of
activation pressures and by an initial bond state configura-
tion. If P>Pc or P<P0 , there is only one possible state,
rigid or elastic, respectively. In the pressure rangeP0,P
,Pc two different states are possible, depending on the ac-
tivation history of the GBG. The distribution of the pair of
values (P0 ,Pc), represented by the densityrNC(P0 ,Pc) of
nonclassical GBG cells~hysteretic and reversible elastic
units!, can be obtained by inversion of quasistatic stress–
strain measurements.19,20

The initial q distribution~at t50) is strongly affected by
the previous activation history of the specimen. In the fol-
lowing the specimen is assumed to be, at the timet50, com-

FIG. 6. PM space representation. Each dot represents one HEU or REU.~a!
Specimen initially at zero pressure. Units in the dark gray and light gray
areas are initially soft or rigid, respectively;~b! specimen under an external
sinusoidal driving pressure betweenpmin and pmax. Units in the dark gray,
light gray, and white areas are permanently soft, permanently rigid and
active, respectively.

FIG. 5. Representation of the protocol for the dependence of the bond
quality factorq on the applied pressure.
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pletely relaxed, i.e., kept at atmospheric pressure (P50 after
proper rescaling! and constant temperature for a sufficiently
large time interval. The initial conditions then corresponds to
the low energy ‘‘equilibrium state’’ produced by applying an
oscillatory field amplitude slowly decreasing from a very
large value to zero.21 Assuming that random transitions be-
tween the elastic and rigid states occur when the applied
pressure falls between the opening and closing pressures~see
Ref. 9 for more details about the relaxation process!, the
following initial conditions apply:

q51 if P0,0 and Pc,0,

q512r if Pc.0 and P0.0,
~27!

q51 with probability pe /~pr1pe!

if Pc.0 and P0,0,

q512r with probability pr /~pr1pe!,

where pe and pr are the transition probabilities from the
elastic to the rigid state and vice versa.

Once the initial configuration is specified and the forcing
protocol defined, the iteration equations~24! yield the tem-
poral evolution of the system.

IV. SIMULATIONS OF NONLINEAR RESONANT BAR
EXPERIMENTS

In the following we focus our attention on a resonant bar
experiment performed on a typical material exhibiting non-
classical nonlinearity.1 We assume that a rod-shaped speci-
men is equipped with a transducer generating monochro-
matic waves of excitation amplitudeAd attached at one end
and with an accelerometer attached to the other end. The
frequency f d is swept through the fundamental resonance
mode f 0 of the specimen and the time averaged acceleration
amplitudeAr ~in stationary conditions! is recorded. This pro-
cedure of resonance curve tracking is repeated for several
different levels of excitation.

In the simulation approach, each elastic unit~HEU or
REU! corresponds to a point in the PM space@see Fig. 6~a!#.
The dark and light gray areas in the plot correspond to ini-

FIG. 7. Result of a resonant dynamic
experiment.~a! Time averaged accel-
eration versus frequency for different
driving amplitudes. ~b! Normalized
frequency shift and attenuation vs out-
put wave amplitude at resonance.
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tially soft and rigid interstices, respectively. In the stationary
state of a resonance, the actual pressureP for each HEU/
REU oscillates between a minimum and a maximum pres-
sure (Pmin and Pmax, respectively!, depending on the exter-
nal excitation level and its location in the bar@see Fig. 6~b!#.
If the HEU/REU is situated within the activation triangle~the
PM space area bounded by the diagonalP05Pc and the
lines P05Pmin and Pc5Pmax), the nonlinear properties are
activated by the forcing~white area in the plot!. As a conse-
quence, the bond will change during the excitation process
between rigid and soft.

In all the simulations arbitrary units have been chosen.
The values of the parameters arer51, Kg51, Ki53, 2Ln

51, d (0)51, g50.0001,pe50.0001, andpr50. Simulations
have been performed considering 1000 grains. Stationary

conditions were usually reached in about 40 round trips of
the wave. Results are qualitatively independent from the
choice of the transition ratespr and pe , provided pr,pe

!1 ~see also Ref. 9!. Similar behaviors are found for the
fundamental resonance and for higher modes.

Figure 7 illustrates a typical numerical simulation of the
resonant bar experiment~simulations are performed without
letting the system relax to the original initial conditions after
each sweep!. The time averaged acceleration amplitude on
the free edge is plotted vs frequency for several driving am-
plitudes in Fig. 7~a!. From Fig. 7~a! ~using a Lorentzian fit!,
one can determine the resonance frequency and its ampli-
tude. The width of the resonance curve is a measure of the
attenuation. In the case of skewed resonance curves the at-
tenuation can be obtained by means of the RTMF method

FIG. 8. Generation of higher order
harmonics.~a! Temporal signal~accel-
eration versus time!; ~b! fast Fourier
transform of the signal;~c! amplitudes
of the second and third harmonics vs
the fundamental one.
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proposed by Smithet al.22 The relative changes of frequency
v and attenuationj ~defined as the half-width of the Lorent-
zian! vs the resonance amplitude are shown in Fig. 7~b!.
Both of them display a linear dependence on the amplitude
of the output acceleration in resonance, although an initial
saturation is observed for the resonance frequency shift, in
agreement with experimental data.23

The temporal signal in resonance is shown in Fig. 8~a!
for a given driving amplitude. The signal~perfectly sinu-
soidal in the linear case or at very low driving amplitudes! is
distorted due to the nonlinearity. The triangular shape betrays
the hysteretic behavior of the system. The fast Fourier trans-
form ~FFT! of the signal is illustrated in Fig. 8~b!. As ex-
pected, higher order harmonics~both even and odd! are gen-
erated. Even harmonics arise in the present model, since all
HEU and REU contribute to both hysteretic and non hyster-
etic nonlinearity. In fact, the bimodulus feature inP5Pc

~see Fig. 4!, or more precisely the modulus jump, leads to the
formation of higher order harmonics~at any order!.

Finally, in Fig. 8~c! we analyze the dependence of the
second and third order harmonics on the amplitude of the
fundamental one in a log–log plot. Both curves have slope
two, in agreement with experimental data. We recall that the
expected slopes in the classical nonlinear case are two and
three for the second and third harmonics, respectively. The
ratio between the amplitudes of the second and third order
harmonics depends strongly on the choice of the parameters,
but is always less than one. The ratio may range from close
to one to almost zero, in agreement with experimental obser-
vations on different materials.24

V. CONCLUSIONS

We have presented a numerical simulation approach to
the study of nonclassical nonlinear effects induced by soft
inclusions in a hard matrix. Typical examples of soft inclu-
sions are the interstices among grains in a rock. In our ap-
proach they are represented by means of lattice units includ-
ing portions of the adjoining grains. For each elastic unit we
assume that all the nonlinearity is included in the interstice
region. The nonclassical nonlinear behavior of the unit arises
from transitions between a rigid and a soft state~or vice
versa!.

The above nonclassical micromodel has been imple-
mented in the framework of a local interaction simulation
approach~LISA!. As a result it has been possible to repro-
duce, at least qualitatively, most of the nonclassical nonlinear
effects, which have been discovered in recent years in qua-
sistatic and in resonant dynamics experiments. Some of these
results are included in the present paper.

A very important effect, the so-called ‘‘slow dynamics,’’
which gives rise to a logarithmic increase with time of the
resonance frequency and amplitude in a resonant dynamics
experiment when the driving force is released, has been ig-
nored, since it requires the further inclusion of additional
mechanisms.9

Another very important extension of the model concerns
the possibility of applying it to the analysis of local or dif-
fused damage.25 By indentifying the appropriate changes in
the density representation of HEU’s and REU’s, the model

can be utilized as a powerful tool for nondestructive evalua-
tion in a large variety of structural or earth materials.

The micromodel and protocol, which have been used to
describe the local elasticity, represent, of course, only one of
many possible alternatives.26 The main purpose of the
present work is to present a method, which is flexible enough
to allow one to adopt any plausible model~even if it includes
complex local interaction mechanisms! and to illustrate its
implementation by means of a model, which seems to us to
be particularly appealing. Another goal is to elicit more de-
tailed experiments, in order to discriminate conclusively be-
tween the variety of plausible models and solicit suggestions
based on basic mechanisms at the molecular dynamics level.
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In crystals the speed of the surface acoustic wave mode may approach that of the lowest-speed
quasitransverse bulk mode in some directions of propagation. Under these circumstances, it is
possible for energy to be transferred from the surface mode to the bulk mode by nonlinear coupling.
In the present paper we investigate the possibilities for mode coupling in the~001!, ~110!, and~111!
planes of cubic crystals. A condition is given for determining the range of propagation directions
with significant coupling, and numerical results are provided for eight different crystals with a range
of anisotropy ratios. It is shown that even for significant excitation amplitudes the coupling is
negligible for most propagation directions in the aforementioned surface cuts. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1566974#

PACS numbers: 43.25.Fe, 43.35.Pt, 68.35.Iv@DEC#

I. INTRODUCTION

Anisotropic media have the property that acoustic wave
speeds vary as a function of the direction of propagation. In
particular, there exist directions where the lowest speed of a
quasitransverse bulk wave approaches the speed of the sur-
face acoustic wave~SAW!.1 In these instances, it is possible
for nonlinear coupling~and therefore energy exchange! be-
tween the surface acoustic wave and quasitransverse bulk
wave to occur. Several theoretical models for the nonlinear
propagation of SAWs in anisotropic media2–4 do not account
for this coupling, an observation also made previously in the
context of nonlinear Scholte waves.5 To properly use these
theories it is important to quantitatively determine their re-
gions of applicability, a topic that does not appear to have
been explored.

In this article we describe the condition under which
significant coupling may be expected in crystals. Calcula-
tions based on the model of Ref. 4 are presented for eight
different cubic crystals with a range of anisotropy ratios for
propagation in the~001!, ~110!, and ~111! surface cuts. The
properties of nonlinear SAWs in the materials and surface
cuts presented here have been discussed in detail in previous
work,6–8 and measurements of finite-amplitude SAWs in se-
lected directions in the~001! and ~111! planes of crystalline
silicon have corroborated the waveform evolution predicted
by the model.9,10The present calculations show that for prac-
tical excitation amplitudes, negligible coupling is expected
for most propagation directions.

II. MODE COUPLING CONDITION

Coupling between the surface mode and quasitransverse
bulk mode is insignificant when the characteristic nonlinear
length scalex̄ ~e.g., the shock formation distance! is large in
relation to the coherence length11 for the modal interaction.
For a SAW of wave numberk and speedc, this criterion
corresponds to

1

kx̄
!

Dc

cb

, ~1!

where Dc5uc2cbu and cb is the speed of the bulk wave.
The characteristic nonlinear length scale is

x̄5
1

ubuek
, ~2!

whereb is the coefficient of nonlinearity6 ande is the char-
acteristic acoustic strain. Substituting Eq.~2! into Eq. ~1!
yields

e!
Dc

cb

1

ubu
. ~3!

Equation~3! can be used in two ways to develop limits
for negligible mode coupling. First, the range of propagation
directions with negligible mode coupling can be determined
with a given upper bound on the acoustic strain. In SAW
experiments with some of the largest amplitudes,9,10 the
maximum applied acoustic strain ise50.01. With this con-
dition, the criterion for negligible mode coupling is given by

0.1,~Dc/cb!/ubu, ~4!

providing for a difference of an order of magnitude between
both sides of Eq.~3!. The actual range may be larger depend-
ing on the value ofe for a given data set. Equation~4! is used
in Sec. III to evaluate the range of propagation directions

a!Contribution of NIST, an agency of the U.S. government; not subject to
U.S. copyright.

b!Current address: Department of Physics, University of Windsor, 401 Sun-
set Ave., Windsor, Ontario N9B 3P4, Canada. Electronic mail:
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for negligible coupling for a variety of materials and sur-
face cuts. Second, the maximum acoustic strain that en-
sures negligible mode coupling for all propagation directions
is

emax5minS Dc

cb

0.1

ubu D . ~5!

Values ofemax for each cut and each material are given in
Tables I, II, and III.

III. RESULTS

A. Specific case: Si in „111… plane

To illustrate the analysis in detail, calculations are per-
formed for Si in the~111! plane, and the results are summa-
rized in Fig. 1. Figure 1~a! shows the scaled wave speeds
c/cref of the surface and lowest quasitransverse bulk modes
as a function of the angleu between the propagation direc-
tion and ^112̄&, where cref5(c44/r)1/2. Only the angular
range 0°<u<30° is considered because the wave speeds are
symmetric aboutu530° and periodic every 60° in this plane.
The speeds approach each other asu→30° but do not con-
verge. Figure 1~b! showsDc/cb as a function of propagation
direction. In accordance with Fig. 1~a!, the maximum change
in relative wave speed occurs atu50° around 5.9% and de-
creases to around 2.8% asu→30°. Figure 1~c! shows the
magnitude of the nonlinearity coefficient as a function of
propagation direction. The magnitude of the nonlinearity co-
efficient is maximum atu50° and decreases monotonically
asu→30°. ~As discussed in Ref. 7, the absolute value of the
nonlinearity matrix elements and thereforeubu are symmetric
aboutu530° and periodic every 60° in this plane.! Finally,

FIG. 1. ~a! Scaled SAW and quasitransverse~QT! bulk wave speeds,~b!
relative wave speed,~c! nonlinearity coefficient, and~d! ratio of relative
wave speed to nonlinearity coefficient as a function of propagation direction
for Si in ~111! surface cut.

FIG. 2. Scaled SAW~solid! and lowest quasitransverse bulk wave~dashed!
mode speeds as a function of propagation direction in the~111! plane.

FIG. 3. (Dc/cb)/ubu as a function of propagation direction in the~111!
plane.
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Fig. 1~d! shows (Dc/cb)/ubu as a function of propagation
direction. While bothDc/cb andubu decrease asu→30°, their
ratio actually increases asu→30°. Hence, the limitation on
the range of negligible mode coupling is due more to the
larger nonlinearity coefficient asu→0° than to the closeness
of the SAW and quasitransverse bulk mode speeds in this
region. For this particular caseemax50.0088 by Eq.~5!.
However, Fig. 1~d! can be used to evaluate the range of
propagation directions with negligible coupling for any given
value ofe by looking to see where the curve exceeds a hori-
zontal line at that value of the maximum applied acoustic
strain.

B. General study

For many materials, the angular dependence of the SAW
speed can be conveniently grouped according to the materi-
al’s anisotropy ratio1 h52c44/(c112c12). The ratio is de-
fined such thath51 for isotropic materials. KCl, NaCl, SrF2,
BaF2, Si, Ge, Ni, and Cu are selected for study here to illus-
trate the behavior seen for the range of anisotropy ratios
0.373<h<3.20. The anisotropy ratio for each individual ma-
terial is listed in the tables.

1. (111) plane

Figure 2 shows the scaled surface and lowest quasitrans-
verse mode wave speedsc/cref as a function of the propaga-
tion direction for the~111! plane. As in Fig. 1,u is defined as
the angle between the propagation direction and^112̄&. The
closest convergence occurs for the materials withh.1. Fig-
ure 3 shows (Dc/cb)/ubu as a function of propagation direc-
tion. Table I lists the anisotropy ratios,emax, and the range of
directions for negligible mode coupling for values of applied
acoustic straine50.005 ande50.01. While the ranges de-
crease as the anisotropy ratio increases, negligible coupling
is expected for most directions in most of the materials. As
demonstrated in Sec. III A, the directions without negligible
mode coupling tend to occur more where the nonlinearity
coefficient is strong rather than where the SAW and quasi-
transverse bulk modes are nearly equal in speed.

2. (001) plane

Next, consider propagation in the~001! plane. Figure 4
shows the scaled surface and lowest quasitransverse mode
wave speedsc/cref as a function of propagation distance. In
this sectionu is defined as the angle between the propagation
direction and^100&. Only the angular range 0°,u,45° is

TABLE I. Parameters for mode coupling in the~111! plane.

Negligible mode coupling with
Material h emax e50.005 e50.01

KCl 0.373 0.016 All directions All directions
NaCl 0.705 0.016 All directions All directions
SrF2 0.803 0.041 All directions All directions
BaF2 1.02 0.028 All directions All directions
Si 1.57 0.0088 All directions 7°,u,30°
Ge 1.66 0.0085 All directions 7°,u,30°
Ni 2.60 0.0042 5°,u,30° 12°,u,30°
Cu 3.20 0.0014 12°,u,30° 17°,u,30°

FIG. 4. Scaled SAW and lowest quasitransverse bulk mode speeds as a
function of propagation direction in the~001! plane. Note that KCl, NaCl,
SrF2 all havec/cref51.

FIG. 5. (Dc/cb)/ubu as a function of propagation direction in the~001!
plane.
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considered because the wave speeds are symmetric about
u545° and are periodic everyu590°. For the materials
shown withh.1, the SAW and lowest quasitransverse bulk
modes converge asu→45°. The pseudosurface wave1 mode
at u545° is not considered in this study.

Figure 5 shows (Dc/cb)/ubu as a function of propaga-
tion direction. Unlike the~111! plane, b is always real-
valued in this plane and can be zero.6 The zeros are the
source of the discontinuities in the slope ofubu and therefore
also in the curves for Si nearu532°, Ge nearu531°, Ni near
u526° and Cu nearu528° in Fig. 5. @In cases whereubu
50, Eq. ~2! does not apply, although an alternative charac-
teristic nonlinear length scalex̄ can be constructed8 so that
Eq. ~3! is still valid.# Like Table I, Table II lists the acoustic
strains and angular ranges with negligible mode coupling.
Negligible coupling occurs for all directions for the materials
with h,1. For the materials withh.1, ubu→0, but
(Dc/cb)→0 faster so that the net result is (Dc/cb)/ubu→0.
As a result, negligible mode coupling occurs only in selected
ranges, but still over half the possible angular range. Like the
~111! plane, the ranges in the~001! plane decrease as the
anisotropy ratioh increases.

3. (110) plane

Finally, consider propagation in the~110! plane. Figure
6 shows the scaled surface and lowest quasitransverse mode
wave speedsc/cref . In this plane,u is defined as the angle
between the propagation direction and^001&. Only the angu-
lar range 0°,u,90° is considered because the wave speeds
are symmetric aboutu590° and are periodic everyu5180°.
Note that the discontinuities of the slopes of the lowest qua-
sitransverse mode curves in Fig. 6 occur because the quasi-
transverse mode of lowest speed changes in these directions
from one type to another~e.g., see Figs. 11 and 15 in Farnell1

for plots of both quasitransverse modes for Ni and KCl!. The
SAW and lowest quasitransverse bulk mode for KCl and
NaCl converge only asu→90°. While a pseudosurface wave
mode is possible atu590° for some materials, it is not con-
sidered here.

Figure 7 shows (Dc/cb)/ubu as a function of propaga-
tion direction. As in the~001! plane,b is real-valued and can
be zero for certain directions in the materials considered. The
zeros or near zeros are the source of the discontinuities in the
slope of (Dc/cb)/ubu for KCl nearu510° andu570°, SrF2
nearu511° andu579°, Si nearu560°, and Ge nearu565°.
Table III is the analog of Tables I and II for the~110!

TABLE II. Parameters for mode coupling in the~001! plane.

Negligible mode coupling with
Material h emax e50.005 e50.01

KCl 0.373 0.040 All directions All directions
NaCl 0.705 0.014 All directions All directions
SrF2 0.803 0.12 All directions All directions
BaF2 1.02 0.032 All directions All directions
Si 1.57 None 0°,u,27° 0°,u,26°
Ge 1.66 None 0°,u,26° 0°,u,24°
Ni 2.60 None 0°,u,28° 0°,u,22°
Cu 3.20 None 0°,u,30° 0°,u,22°

FIG. 6. Scaled SAW and lowest quasitransverse bulk mode speeds as a
function of propagation direction in the~110! plane.

FIG. 7. (Dc/cb)/ubu as a function of propagation direction in the~110!
plane.
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plane. For KCl and NaCl,Dc/cb→0 andubu→0 asu→90°,
but the wave speeds converge faster, so that the net result is
that the ratio goes to zero. As a result, negligible mode cou-
pling is expected only for propagation directions away from
u590°, as shown in Table III. For materials withh.1, neg-
ligible coupling is expected for most directions, except for
relatively small regions where there is both a strong nonlin-
earity coefficient and relatively close SAW and quasitrans-
verse wave speeds. As in the previous two planes, the ranges
tend to decrease as the anisotropy ratioh increases.

IV. CONCLUSION

The condition for the nonlinear mode coupling between
the SAW and lowest quasitransverse bulk mode is defined
and examined. Numerical results are presented for the cubic
crystals KCl, NaCl, SrF2, BaF2, Si, Ge, Ni, and Cu in the
~001!, ~110!, and ~111! planes. As an example, a detailed
study is provided for Si in the~111! plane. Criteria are de-
veloped for~1! determining the range of directions of negli-
gible mode coupling for a given acoustic strain and~2! cal-
culating the maximum acoustic strain for which negligible
mode coupling occurs in all directions in a given plane.

In the ~111! plane, the magnitude of the nonlinearity
coefficient tends to determine the range of directions with
negligible mode coupling more strongly than the closeness
of the SAW and quasitransverse speeds. In the~001! plane,
the nonlinearity coefficient also tends to dominate, except for
materials such as Si, Ge, Ni, and Cu, where the SAW and
quasitransverse modes converge in speed near^110& ~u
545°!. In the ~110! plane, regions without negligible mode
coupling tend to occur where there is both a relatively strong
nonlinearity coefficient and relatively close SAW and quasi-

transverse wave speeds. Exceptions are KCl and NaCl,
where the convergence between the modes in speed near
^11̄0& ~u590°! dominates. The angular ranges of negligible
mode coupling for all three planes tend to decrease in size as
the anisotropy ratio increases. For typical excitation ampli-
tudes, the results indicate that negligible mode coupling is
expected for most propagation directions in the~001!, ~110!,
and ~111! planes for the materials considered.
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A theoretical investigation of the nonlinear interaction between an acoustic plane wave and an
interface formed by two rough, nonconforming surfaces in partial contact is presented. The
macroscopic elastic properties of such a nonlinear interface are derived from micromechanical
models accounting for the elastic interaction that is characteristic of spherical bodies in contact.
These results are used to formulate set of boundary conditions for the acoustic field, which are to be
enforced at the imperfect interface. The scattering problem is solved for plane wave incidence by
using a simple perturbation approach and the harmonic balance method. Sample results are
presented for arbitrary wave polarization and angle of incidence. The relative magnitude of the
nonlinear signals and their potential use toward the nondestructive evaluation of imperfect interfaces
are assessed. In particular, attention is drawn to the enhanced nonlinear response of an interface
insonified by a shear vertical wave in the neighborhood of the longitudinal critical angle. The
motivation for this investigation is provided by the need to develop nondestructive methods to detect
and localize small, partially closed cracks in metals with coarse microstructures. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1570437#

PACS numbers: 43.25.Jh, 43.25.Dc, 43.35.Zc@MFH#

I. INTRODUCTION

Stress corrosion cracks affect components operating in
chemically harsh environments and to which stress fields of
thermal origin or due to external loads are applied. In gen-
eral, these defects originate at the surface of the material and
extend toward its interior through a rather complex path. In
fact, they are often branched and have surfaces that are rough
both at the scale of the typical grain’s dimension and in the
submicron region. Furthermore, due to the random nature of
the corrosion process, the surfaces of such cracks do not
conform to each other at the scale that characterizes the
range of action of the chemical forces.

Stress corrosion cracks constitute a serious threat to the
structural integrity of nuclear power plants. Unfortunately,
conventional methods used during routine inspections may
not succeed in this task since partial closure of these cracks
may occur following the temporary shut-down of the plant
and the consequent removal of tensile stress fields that are
responsible for the crack growth. Furthermore, the micro-
structure of the hosting material, by linearly scattering part
of the energy of the inspecting beam, may raise the signal
threshold above which the detection of these defects is pos-
sible. Thus, the development of novel methods to detect
stress corrosion cracks at the earliest possible time is of para-
mount importance.

In the recent past, considerable evidence has been gath-
ered in laboratory experiments to show that cracks and im-
perfect interfaces can behave in a nonlinear fashion.1–9 In
particular, by showing that such material discontinuities may
act as sources of acoustic waves with spectral features that

are distinct from those of the inspecting beam, this experi-
mental effort has opened new possibilities to detect partially
closed cracks that otherwise may not be sensed by linear,
conventional methods.

On the theoretical front, work on nonlinear scattering
from cracks and interfaces has not been carried out to a simi-
lar extent.5,10–17Boundary conditions that allow an interface
or crack to be either completely open or completely closed
were considered by a few authors.10,11,16,17 Such a model
hardly seems to provide a convincing description of the
defect–wave interaction involving an interface that is only
partially closed. In other investigations, the mathematical
treatment of the scattering problem, as well as the geometri-
cal description of the crack, appear quite simplistic.5

The complexity of real defects and their interaction with
acoustic waves remains beyond the reach of current theoret-
ical methods. Nonetheless, well-established results in the
area of contact mechanics can be exploited toward improv-
ing our understanding of the scattering process by such de-
fects. In particular, they can be used to establish realistic
boundary conditions to be enforced at the crack or interface
surface. A few attempts to tackle this problem have already
been carried out to the extent that the interface behavior un-
der a normal load has been considered.12,13 For instance,
working within the framework of the Greenwood and Will-
iamson approach,18 Nazarov and Sutin13 evaluated the effect
of a microcrack distribution on the nonlinear elastic proper-
ties of a medium. They employed the Hertz’s model to de-
scribe the interaction between asperities, and assumed the
height of the asperities to be distributed exponentially, a dis-
tribution that is very convenient from the mathematical point
of view, but physically unrealistic. They also treated thea!Electronic mail: claudio@fkt.kth.se
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crack opening displacements as that of an interface of finite
extent disregarding the edge effects.

Rudenko and Chin12 modeled the individual contacts by
means of linear springs, the length of which is distributed
according to an unknown function to be determined by fitting
the model to experimental data. Their analysis of the scatter-
ing process neglected mode conversion, casting reasonable
doubt on the accuracy of the model. Finally, theoretical mod-
els of the nonlinear properties of rough surfaces in contact
subjected to an oscillating shear load still remain to be de-
veloped.

The purpose of this investigation is threefold. First, re-
alistic models of the nonlinear macroscopic properties of two
rough surfaces in contact, and subjected to both a normal
load and a shear oscillating force, are derived within the
framework of Greenwood and Williamson’s approach.18 In
this work, the height of the asperities is assumed to be dis-
tributed according to an invertedX2 distribution
function.19–21 The interaction of the asperities under a com-
pressive load is considered to be Hertzian,22 while Mindlin
and Deresiewicz’s analysis is employed to recover the inter-
face properties when the interface is subjected to an oscillat-
ing shears load.23 The second goal is the formulation of suit-
able boundary conditions that extend those of the quasistatic
spring model,21,24to the nonlinear case. Finally, the boundary
value problem posed by the new boundary conditions is
solved by means of a simple perturbation approach, and the
numerical results are used to evaluate the relative contribu-
tion to the nonlinear scattered field of each nonlinear mecha-
nism considered in this work. The potential relevance of the
nonlinear phenomena examined in this work to the nonde-
structive detection of partially closed cracks is also dis-
cussed.

II. INTERFACE MECHANICAL PROPERTIES

A. Normal interfacial stiffness

By using Greenwood and Williamson’s model,18 and
Hertz analysis of the contact between two elastic spheres, the
relationship between the normal pressure,P, and the relative
approach,d, between the mean planes of the contacting sur-
faces if found to be18,20,21

P5
2

3
nK E

12v2L ^R1/2&E
0

d

~d2z!3/2w~z;N!dz, ~1!

In this approach, the load-bearing asperities are assumed to
be independent of each other, limiting the validity of the
model to those situations in which only a small fraction of
the total number of asperities are in contact. From Eq.~1!,
Baltazaret al.21 derived the following expression for the nor-
mal interface stiffness,KN :

KN5
]P

]d
5nK E

12v2L ^R1/2&E
0

d

~d2z!1/2w~z;N!dz. ~2!

In Eqs.~1! and~2!, n is the number of contacts per unit
area,E andn are the Young modulus and the Poisson ratio of
the material, respectively,R is the radius of curvature of the
asperities, andw is the height distribution of the asperities of
the composite surface. The latter is defined by a linear com-

bination of the profiles of the two surfaces, which maps the
actual contacts of the interface onto the asperities of the com-
posite surface.20 Following Adler and Firman,19 and Brown
and Scholz,20 this function is properly modeled by an in-
vertedX2 distribution that depends on an integer parameter,
N>2, known as the ‘‘number of degrees of freedom’’~see
also Baltazaret al.21!. For N52, w(z) is an exponential
function with an absolute maximum atz50, while it ap-
proaches a Gaussian distribution asN increases. Such a
choice forw(z) provides the required flexibility to model the
topographical properties of the two surfaces. The integration
variablez is defined by the transformationz5Z02z8, where
Z0 is the coordinate of the highest asperities of the composite
surface, andz8 is the actual coordinate of the asperity mea-
sured from the surface mean plane. The nonlinear nature of
the dependence ofKN can be accounted for by considering
the expansion ofKN in powers ofDd in which the first-order
term is retained,

KN~d1Dd!5KN~d!5
]KN

]d
Dd5KN.01KN.1Dd. ~3!

In Eq. ~3!, the constantKN.0(d) can be evaluated by
means of Eq.~2!, while KN.1 is given by

KN.15
]KN.0

]d
5

n

2 K E

12v2L ^R1/2&E
0

d

~d2z!21/2w~z;N!dz,

~4!

The variation of the relative approachDd is positive when
the distance between the mean planes of the two surfaces
decreases. Using Eq.~4!, it can be shown thatKN.1 , although
more slowly thanKN.0 , tends to zero for vanishing values of
d, i.e., when the contacts are removed.

B. Tangential interfacial stiffness

Mindlin and Deresiewicz23 derived the relationship be-
tween an oscillating tangential force,F tan, and the relative
tangential displacement,Du, of two spheres that are main-
tained in contact by a normal load,N. Their result, recast in
a form suitable for the present work, is

F tan5
4

3

E

12v2 R1/2d3/2f sgnS ]Du

]t D
3H 12F12

12v
22v

1

d f S Dumax1sgnS ]Du

]t DDuD G3/2

2
1

2 F12S 12
2~12v !

22v
Dumax

d f D 3/2G J , ~5!

where, as before,d is the relative approach caused by the
normal load applied to the two surfaces,f is the material
static coefficient of friction, andDumax is the maximum,
positive tangential displacement reached during a cycle. The
function sgn~.! is equal to 1 when its argument is positive,
and to21 when it is negative. Equation~5! describes a hys-
teretic loop, the origin of which rests in the relative partial
slipping of the contacting spheres. Such a relative displace-
ment occurs within an annulus that extends from the edge of
the contact area toward its center as the strength of the tan-
gential force,F tan, increases. The two spheres undergo com-
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plete sliding whenF tan5 f N. For small tangential displace-
ments, Eq.~5! can be approximated by

F tan>
2E

~11v !~22v !
R1/2d1/2Du

2
2E~12v !

~11v !~22v !2

1

f S R

dsD
1/2

3F ~Du22Dumax
2 !sgnS ]Du

]t D1DuDumaxG . ~6!

Note that the tangential forceF tan is not null for Du
50. Indeed, it is proportional toDumax

2 . Furthermore, to ac-
count for the effect of a possible modulation of the normal
load, Eq.~6! can be further generalized by including a term
that is proportional to the product ofDdDu,

F tan>
2E

~11v !~22v !
R1/2d1/2Du

1
E

~11v !~22v ! S R

d D 1/2

DdDu

2
2E~12v !

~11v !~22v !2

1

f S R

8 D 1/2

3F ~Du22Dumax
2 !sgnS ]Du

]t D1DuDumaxG . ~7!

Within the framework of the Greenwood and William-
son approach, Eq.~7! can be extended to the whole interface,

S5KT,0Du1KT,NDuDd

2
1

2
KT,1F ~Du22Dumax

2 !sgnS ]Du

]t D1DuDumaxG ,
~8!

where S is the shear stress acting on the interface, and
KT,0 , KT,N , andKT,1 are defined by

KT,052nK E

~11v !~22v !L ^R1/2&E
0

d

~d2z!1/2w~z!dz, ~9!

KT,N5nK E

~11v !~22v !L ^R1/2&E
0

d

~d2z!21/2w~z!dz, ~10!

KT,152nK E~12v !

~11v !~22v !2L ^R1/2&

^ f & E
0

d

~d2z!21/2w~z!dz,

~11!

respectively. A comparison between Eqs.~4!, ~10!, and ~11!
shows thatKT,N andKT,1 are proportional toKN,1 , although
KT,1 controls a nonlinear mechanism that is physically inde-
pendent of those to whichKN,1 and KT,N are connected. In
addition, the expression found forKT,0 is found to be iden-
tical to that given by Baltazaret al.,21 and, as discussed in
that work, requires a correction factorj of the order of 0.5. A
correction to Eqs.~9!–~11! is necessary to account for the
effect of the angle of misalignment between the centers of
the spherical contacts with respect to the line of action of the
normal load. Furthermore, since sliding occurs at the con-

tacts where the local compressive stress is small, the lowest
asperities in contact are expected to support only a fraction
of the tangential load.25 Henceforth, such a factor will be
included in the definition of the above-mentioned coeffi-
cients.

III. EFFECTIVE NONLINEAR BOUNDARY CONDITIONS

In this section, the boundary conditions to be enforced at
a nonlinear interface between two rough surfaces in contact
are formulated. They are

s31
1 5KT,0Du2KT,NDvDu

2
1

2
KT,1F ~Du22Dumax

2 !sgnS ]Du

]t D1DuDumaxG ,
~12a!

s33
1 5KN,0Dv2KN,1Dv2, ~12b!

s31
1 5s31

2 , ~12c!

s33
1 5s33

2 . ~12d!

In Eq. ~12!, the superscripts ‘‘1’’ and ‘‘ 2’’ refer to the posi-
tive and negative sides of the interface, and the subscripts 1
and 3 identify the direction parallel and normal to the inter-
face, respectively. Similarly,u and v are the displacement
components parallel and normal to the interface, respec-
tively. The latter is assumed to lie in the plane of equation
x350. Equation~12a! is derived from Eq.~8! by identifying
the variation of the relative approach,Dd, with 2Dv, i.e.,
the out-of-plane displacement discontinuity at the interface.
This equation accounts for the hysteretic behavior of the in-
terface when it is subjected to a shear stress. Equation~12b!
describes the behavior of an interface that softens as it opens.
The stress fields are continuous at the interface. In Eqs.
~12a!–~12d!, all the field quantities must be understood to be
functions of the position along thex axis, and of timet.

IV. REFLECTION AND TRANSMISSION OF PLANE
WAVE

In the following, the boundary value problem posed by
Eqs. ~12a!–~12d! is solved for an incident plane having an
arbitrary angle of incidence and polarization. To this end, a
simple perturbation approach is used which exploits the har-
monic balance method.

A. Longitudinal wave at normal incidence

Let v in(x3 ,t)5Ainx̂3 exp@ j(vt2kLx3)# be the incident
longitudinal wave of angular frequencyv and wave number
kL5v/CL , whereCL is the phase velocity of the wave. Let
v2(x3 ,t) and v1(x3 ,t) be the total displacement fields in
the negative (x3,0) and positive (x3.0) half-space, re-
spectively. By introducing these field variables in Eq.~12!,
and by using appropriate normalization constants, the bound-
ary conditions for this problem become

]V1

]X3
5

K̄N,0

k2 ~DV2eNDV2!, ~13a!
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]V1

]X3
5

]V2

]X3
. ~13b!

In Eq. ~13!, v1,25AinV
1,2, DV5V12V2, k5CL /CT ,

where CT is the shear phase velocity,x35X3 /kT , where
kT5v/CT is the shear wave number,K̄N,05KN,0 /ZTv,
where ZT is the shear acoustic impedance of the medium,
and, finally,eN5AinKN,1 /KN,0 . Furthermore, a new normal-
ized time variable,t, is introduced, which is defined by
t5vt. Note that the coefficienteN does not represent an
intrinsic property of the interface. Rather, it measures the
variation of the interfacial stiffness caused by a variation of
the relative approach,d, equal to the amplitude of the inci-
dent wave,Ain . Figure 1 shows plots ofeN versus the nor-
malized interfacial stiffnessK̄N,0 for two steel interfaces
characterized by the parameters in Table I, where the param-
eter

M5
2

3
nK E

12v2L ^R1/2&.

Of the parameters in Table I, those that are related to the
interface geometry are obtained from Baltazaret al.,21 while
those relating to the material properties have been adapted
from the same reference to the case of interest here. The
parameters reported by Baltazaret al.21 were obtained by
either direct measurements or best fitting experimental re-
sults. Therefore, they can be considered as realistic. The
quantity eN is evaluated assuming the amplitude and fre-
quency of the incident wave to beAin53 nm, and 1 MHz,
respectively. Thus, the strain produced by this wave is of the
order of 3.031026. Except for a very small region near the
origin within which the interface is essentially open, the pa-
rametereN is always much smaller than unity. Furthermore,
the coefficienteN increases as the roughness of the surfaces
in contact decreases.

The solution of this problem is searched in terms of a
series expansion of the displacement components in the
small parametereN :

V1,2~t!5 (
m50

`

eN
mVm

1,2~t!. ~14!

Introducing Eq.~14! into the boundary conditions of Eq.
~13!, and collecting terms according to their expansion order,
m, the following systems of boundary conditions are ob-
tained for the zeroth and first-order solutions, respectively:

]V0
1

]X3
2

K̄N,0

k2 DV050, ~15a!

]V0
1

]X3
5

]V0
2

]X3
, ~15b!

and

]V1
1

]X3
2

K̄N,0

k2 DV152
K̄N,0

k2 DV0
2, ~16a!

]V1
1

]X3
5

]V1
2

]X3
. ~16b!

The solutions of the zeroth order system are waves with
the same angular frequency as the incident wave, and com-
plex amplitudes that are proportional to the complex reflec-
tion and transmission coefficients for an imperfect interface24

R52
1

12 j 2K̄N,0 /k
, T52

j 2K̄N,0 /k

12 j 2K̄N,0 /k
. ~17!

The solution of Eq.~16! are determined by the square of the
displacement discontinuity between the zeroth-order solu-
tions. The latter can be written as a linear combination of a
term that is time-independent and describes an increase of
the interface opening, and a second one that is proportional
to exp~j2t!, i.e., it contains the second harmonic of the inci-
dent wave. The complex amplitude of the reflected and trans-
mitted second harmonic can be shown to be equal, and are
given by

A~2v!5eNV1
1,252

eN

4

j
K̄N,0

k

12 j
K̄N,0

k

~T211R!2. ~18!

According to Eq.~18!, A(2v) is a linear function ofAin

througheN . Therefore, the amplitude of the physical solu-
tion is proportional to the square of the amplitude of the
incident wave,Ain

2 . Figure 2 illustrates the dependence of the
second harmonic amplitude,A(2v), on the normalized in-
terfacial stiffness. As expected, after reaching a maximum
value in the neighborhood ofK̄N,051, the nonlinear re-
sponse of the interface is drastically reduced as the interface
becomes stiffer. For the interface with smaller roughness,
A(2v) reaches values that are only 30 dB below that of the
incident wave. Finally, sinceK̄N,0 can be viewed as a func-
tion of eitherR or T, Eq. ~18! shows thatA(2v) is the only

TABLE I. Statistical parameters for the interfaces~adapted from Baltazar
et al.—Ref. 21!.

Roughness~mm! M@GPa/~mm3/2)] Derees of freedom

Interface 1 0.68 5.4 3
Interface 2 0.23 76.8 5

FIG. 1. Dependence of the parametereN on the normalized interfacial stiff-
ness for the two interfaces characterized by the parameters of Table I.
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additional quantity that must be determined experimentally
in order to estimate the parametereN .

The next higher-order components in Eq.~14! can be
shown to contain terms that depend onv and 3v, and, thus,
do not affect the amplitude of the second harmonic. There-
fore, the results of Fig. 2 are valid up to the third order in
eN .

B. Shear wave at normal incidence

A shear wave at normal incidence is considered next.
The incident wave is given byuin(x3 ,t)52Ainx̂1 exp@ j(vt
2kTx3)#. As in the previous case, sample results are obtained
for Ain53 nm, andv52p MHz3rad. The boundary condi-
tions enforced at the interface are

]U1

]X3
5K̄TFDU2

eT

2 FsgnS ]DU

]t D ~DU22DUmax
2 !

1DUDUmaxG G , ~19a!

]U1

]X3
5

]U2

]X3
. ~19b!

To obtain Eqs.~19a! and ~19b! from Eqs. ~12a! and
~12d!, the normalization constants used in the previous case
have been employed. Here again, the perturbation parameter
eT5AinKT,1 /KT,0 can be shown to be much smaller than
unity, and, more precisely, smaller thaneN by a factor of the
order of (1/f )(12v)/(22v), which, for steel, is roughly
equal to 0.7. Given such a link betweeneN and eT , the
independence ofeT on the interface condition is shown to
closely resemble that in Fig. 1, apart from a proper scaling
factor of the vertical coordinates. The nonlinear term propor-
tional to the productDu Dv is not present in this problem.

The solution is sought be using again the same pertur-
bation expansion as in Eqs.~14!, which leads to the follow-
ing boundary conditions for the zeroth and first order solu-
tions:

]U0
1

]X3
2K̄T,0DU050, ~20a!

]U0
1

]X3
5

]U0
2

]X3
, ~20b!

for the zeroth order, and

]U1
1

]X3
2K̄T,0DU15

K̄T,0

2 FsgnS ]DU0

]t D ~DU0
22DU0,max

2 !

1DU0DU0,maxG , ~21a!

]U1
1

]X3
5

]U1
2

]X3
, ~21b!

for this first order. In order to obtain Eq.~21a! from Eq.
~19a!, the function sgn(]DU/]t) has been approximated by
sgn(]DU0/]t) on the ground that the first-order solutions
are much smaller than those of the zeroth order.

The solutions of the zeroth order system are obtained
from those of the previous case@see Eq.~17!# by replacing
K̄N,0 /k with K̄T,0 . With these terms, the right-hand side of
Eq. ~21b! can be evaluated, and its time dependence exam-
ined in terms of its harmonic content. Expanded in a Fourier
series, this source function is shown to be odd with respect to
time. Therefore, no even harmonic of the incident wave is
generated upon reflection and transmission of a shear wave
at normal incidence. A similar result was found by O’Neil
et al.14 for an interface formed by two surfaces coupled by
friction. The amplitudes of the odd harmonic waves gener-
ated by the nonlinear response of the interface are found by
introducing the Fourier representation of the source function
on the right-hand side of Eq.~21b! and by solving the partial
linear problems into which the original one can be decom-
posed. The amplitudes are

A~nv!52 j eT

2K̄T,0

n2 j 2K̄T,0

Cn , n51,3,5,..., ~22!

whereCn is thenth complex coefficient of the Fourier series
of the source function. Figure 3 presents plots of the first and
higher harmonics generated by the interfaces of Table I. The
third harmonic generated by the interface having a rms
roughness of 0.68mm is more than 60 dB below the ampli-
tude of the incident wave, while that generated by the inter-
face with the smaller roughness reaches250 dB. The re-
duced nonlinear response of this kind of interface to a shear
excitation, compared to the response to longitudinal wave,
can be partly explained by the higher order nonlinearity at
which the effect appears, and partly by the magnitude of the
coefficienteT compared toeN . These results indicate that the
magnitude of the nonlinear response of interfaces formed by
rough surfaces in contact to a longitudinal wave exceeds that
to a shear wave by about 20 dB.

FIG. 2. Amplitude of the second harmonic components,A(2v), vs the
normalized interfacial stiffness for the two interfaces characterized by the
parameters of Table I.
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C. Oblique incidence

In this section, the cases of both longitudinal and shear
oblique incidence are considered. For both problems, the
boundary conditions for the normalized displacement field
are

]V1

]X3
1

]U1

]X1
5K̄TFDV2eNDUDV2

eT

2 FsgnS ]DV

]t D
3~DV22DVmax

2 !1DVDVmaxG G , ~23a!

k2
]V1

]X3
1~k222!

]U1

]X1
5K̄N,0~DV2eNDV2!, ~23b!

]V1

]X3
1

]U1

]X1
5

]V2

]X3
1

]U2

]X1
, ~23c!

k2
]V1

]X3
1~k222!

]U1

]X1
5k2

]V2

]X3
1~k222!

]U2

]X1
.

~23d!

A comparison between Eqs.~12! and~23a! shows that, upon
normalization, the coefficientKNT leads toeN , reducing the
number of parameters required to describe the nonlinearities
of the interface to two. The solution of the problem is sought
by expanding the displacement field components on both
sides of the interface in a double series in the small param-
eterseN andeT .

U1,25U0
1,21eNU1,N

1,21eTU1,T
1,21O~eN ,eT!, ~24a!

V1,25V0
1,21eNV1,N

1,21eTV1,T
1,21O~eN ,eT!. ~24b!

Following the perturbation procedure previously employed,
the reflected and transmitted waves can be easily found,
though they cannot be given by simple analytical expression.

Figure 4 illustrates the first-order, nonlinear response of
the interface with rms roughness equal to 0.23mm ~see Table
I! as a function of the angle of incidence. The incident wave
is longitudinally polarized. Figure 4~a! refers to the longitu-
dinal second harmonic, while Fig. 4~b! to the shear second
harmonic. Similar to the results at normal incidence, the am-
plitude is shown to initially increase, and rapidly fall as the
normalized normal stiffness,K̄N , becomes greater than 1. Of
interest is the relatively small variation of the amplitude of
the second harmonic longitudinal wave with the angle of
incidence, in view of which the angular dependence of the
nonlinear response of a partially closed crack may be ex-
pected to resemble that of the linear response. As for the
second harmonic shear wave@Fig. 4~b!#, its amplitude re-
mains below that of the longitudinal component for all the
values of the angle of incidence. The same observation can
be made for the amplitude of the third harmonics generated
by the hysteretic behavior of the interface, which, therefore,
seems not to play a relevant role.

Figure 5 presents sample results for a shear incident
wave. They illustrate the remarkable feature of the amplitude
of the longitudinal second harmonic in the neighborhood of

FIG. 3. Amplitude of the first three odd harmonic components,A(nv), n
51,3,5 vs the normalized interfacial shear stiffness for the two interfaces
characterized by the parameters of Table I;~a! interface 1,~b! interface 2.

FIG. 4. Longitudinal~a! and shear~b! second harmonic amplitude vs angle
of incidence generated upon scattering of a longitudinal incident wave for
various values of the normalized normal stiffness.
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the longitudinal critical angle, which approaches the220 dB
level below the amplitude on the incident wave@Fig. 5~a!#.
Such a result can be explained by the localization of the
energy carried by the longitudinal waves in proximity of the
interface occurring for values of the angle of incidence near
the longitudinal critical angle. Although above the longitudi-
nal critical angle the nonlinear scattered waves may not be
used for detection purposes since they do not propagate away
from the interface, this result suggests an efficient way to
inject energy into the interface in order to enhance its non-
linear response to a second inspecting wave. The shear sec-
ond harmonic@Fig. 5~b!#, on the other hand, maintains its
propagating character over the whole range of angles of in-
cidence. A similar phenomenon was previously predicted for
a perfect interface between two nonlinear material by Shui
et al.26

V. SUMMARY AND CONCLUDING REMARKS

The micromechanical models presented in this work
have been used to establish new effective boundary condi-
tions at the interface between two elastic rough surfaces in
contact. The solution of this boundary value problem has
shown that the main nonlinear response on the interface is in
the form of longitudinal waves having a frequency twice that
of the fundamental. In the most favorable conditions, the
longitudinal response can reach levels near220 dB below
the amplitude of the incident wave. Such a response is
caused by the nonlinearity of the relationship between a nor-

mal load and the relative approach of the two rough surfaces,
and, in particular, by the distribution of the heights of the
asperities. The second nonlinear mechanism considered in
this investigation, i.e., the hysteretic behavior of contacts
subjected to an oscillating tangential force, was shown to
produce third and higher odd harmonics with amplitudes that
are considerably lower than that of the incident wave, and,
thus, of negligible importance. An examination of the angle
dependence of the second harmonic generated by a longitu-
dinal incident wave shows the nonlinear response to be
rather insensitive to the angle of incidence. Conversely, upon
shear wave incidence, the longitudinal second harmonic dis-
plays a distinct peak near the longitudinal critical angle,
which approaches220 dB below the amplitude of the inci-
dent wave.

The investigation presented here would suggest that, in
searching for a nonlinear signature of defects with faces in
partial contact and interacting through elastic forces, the ex-
perimental setup should be optimized toward detection of the
longitudinal second harmonic. Also, although the scattering
directivity of cracks of finite extent is not expected to re-
semble closely that of an infinite interface, the occurrence of
features similar to the maximum in the longitudinal second
harmonic generated upon shear incidence near the longitudi-
nal critical angle should be explored and possibly utilized in
designing new experimental setups for the nonlinear detec-
tion of cracks. Finally, it is hoped that the results of this work
may be of help in identifying the mechanisms behind several
experimental observations of nonlinear material response to
an investigating ultrasonic wave, either directly or by exclu-
sion.
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microbubbles at the difference frequency
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The second harmonic radiation of acoustically driven bubbles is a useful discriminant for their
presence in clinical ultrasound applications. It is useful because the scatter from a bubble at a
frequency different from the driving can have a contrast-to-tissue ratio better than at the drive
frequency. In this work a technique is developed to optimize the scattering from a microbubble at
a frequency different from the driving. This is accomplished by adjusting the relative phase and
amplitudes of the components of a dual-frequency incident ultrasound wave form. The investigation
is focused primarily on the example of dual-mode driving at frequencies of 1 MHz and 3 MHz, with
the scattering optimized at 2 MHz. Bubble radii of primary interest are 0.5 to 2mm and driving
amplitudes to 0.5 atm. Bubbles in this size range are sensitive to modulation of driving. It is shown
that an optimal forcing scheme can increase the target response eightfold or more. This suggests new
applications in imaging and in bubble detection. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1570442#

PACS numbers: 43.25.Ts, 43.80.Vj@SGK#

I. INTRODUCTION

Acoustic scattering of ultrasound is used to infer the
structure of liquid-filled vessels or cavities and the flow of
body fluids such as blood. Because the acoustic response of
desired features is difficult to distinguish, ultrasound contrast
agents are employed to enhance scattering from blood, in
order to facilitate studies of blood flow especially in the mi-
crocirculation. By far the most successful contrast agents are
microbubbles, though other substances find application as
well.1–6 Microbubbles have the advantage as contrast agents
because their compressibility relative to the surrounding tis-
sue is large. This increases the scattering cross section,6

which is defined to be the scattered ultrasound power divided
by the incident ultrasound intensity. There is a further sig-
nificant enhancement of scattering by bubbles as a conse-
quence of resonant oscillations.

Despite the increased scattering due to the microbubble
contrast agent, image quality is not satisfactory in some criti-
cal applications such as imaging the microcirculation deep
within tissue. There are appreciable echoes from surrounding
tissue in addition to the microbubbles at the incident ultra-
sound frequency. Bubbles, however, display a highly nonlin-
ear response and scatter not only at the main harmonic of a
sinusoidal driving frequency, but also at low multiples and
simple fractions of the main harmonic. By receiving at the
second harmonic of the incident field, the echo from the
bubbles is more easily distinguished from that of the sur-
rounding tissue.7,8 This effect also occurs with commercially
available encapsulated microbubble contrast agents.9–12

There are limits on the intensity of the incident ultra-
sound that may be employed. It has been shown that at
higher ultrasound intensities, ultrasound contrast agents can
facilitate inertial cavitation, bothin vitro13,14 and in vivo.15

The high temperatures associated with the characteristic
rapid collapses can cause formation of free-radicals and dam-

age similar to that caused by ionizing radiation.16 Contrast
agents can also be destroyed by intense ultrasound. Such
concerns indicate the need to increase acoustic back scatter
of ultrasound contrast agents at select frequencies without
increasing the intensity of the incident ultrasound.

In the present work, we develop a technique for the en-
hancement of the scattering at a target frequency from ultra-
sound contrast agents by the use of dual-mode acoustic forc-
ing. As an example, we consider the pair of forcing schema
illustrated in Fig. 1. The sinusoidal, or single-mode driving
has a frequency of 1 MHz and a pressure amplitude of 0.5
atm. The dual-mode optimal driving of the same intensity
~defined below! is an optimal mix of signals at 1 MHz and 3
MHz, combined in such a way so as to maximize the acous-
tic radiation of a bubble at 2 MHz—the second harmonic of
the primary driving frequency and also the difference fre-
quency of the two driving frequencies. The new scheme thus
represents a departure from harmonic imaging, where one
usually drives at one frequency and receives at twice that
frequency. In Fig. 2 we show the radial response of a 1.25
mm ~radius! bubble to these two forcing protocols. The scat-
tering at 2 MHz of the bubble is 8.0 times higher for the
optimal driving. Such an effect is useful and robust, and
allows one to further isolate the acoustic signature of the
contrast agent microbubbles.

Other researchers have considered multiple frequency
forcing of nonlinear bubble dynamics. Newhouse and
Shanker17 drove a bubble at two frequencies~a low pumping
frequency in the resonance rangef p , and a higher frequency
f i) and noted resonance behavior in the side bandsf i6 f p

when f p was equal to the resonance frequency. More re-
cently, others have succeeded in increasing the light output
from sonoluminescence bubbles by use of multiple fre-
quency drives.18,19 However, these methods have involved
costly searches over parameter space for optimal frequency/
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amplitude/phase combinations in the absence of a theory for
their determination.

The plan of the paper is as follows. We begin with the
formulation of the optimal control problem for the increase
in scattering at a target frequency by multimode forcing, in
the manner of Ref. 20. The resulting equations for the opti-
mal forcing are then solved using the successive continuation
strategy of Doedel.21,22 Finally, we consider a number of
results for the responses of a range of bubble sizes. We have
relegated mathematical details to the appendix. The focus in
this paper is on continuous wave~cw! driving. Pulse driving
was the subject of another recent paper.23

II. FORMULATION OF THE PROBLEM

A. Bubble dynamics and acoustic scattering

In dimensionless variables, the Rayleigh–Plesset equa-
tion which governs the radial response of a strongly collaps-
ing microbubble24 is

G[RR̈1
3

2
Ṙ22EuS 11MLR

d

dt D ~PL2P`!50, ~1!

where the pressure in the liquid is

PL5Pg1MgR
d

dt
Pg1Pv2

1

WeR
2

Ṙ

ReR
,

the gas pressure isPg5Pg0* R23k, P`512F(t) and k51
when R.R0 and k5g when R,R0 . In this equation,R is
the bubble radius, made dimensionless with respect to the
equilibrium radiusR0 . The dots denote differentiation with
respect to dimensionless timet5t/T, wheret is time andT
is a period~associated with the linear resonance frequency!
of a bubble of a given nominal radiusRnom. The nominal
radius provides a time scale which will later prove conve-
nient. The other dimensionless groups are the Reynolds num-
ber Re5TP0 /(4h) formed from the ambient pressureP0 and
the viscosityh; the Weber number We5R0P0 /(2s) formed
with the surface tensions; the Mach numbers in the gas and
liquid, ML5R0 /(cLT) andMg5R0 /(3cgT), with cL andcg

the speed of sound in the medium; and the Euler number
Eu5P0T2/(rLR0

2) whererL is the density of the liquid. For
equilibrium, we requirePg0* 5111/We2Pv wherePv is the
dimensionless vapor pressure.F is the dimensionless acous-
tic forcing pressure, regarded as a function oft. Finally, all
terms of order two or higher in Mach number are neglected.
Other variations of the Rayleigh–Plesset equation may be
employed for the analysis we present below; this one was
chosen for its more faithful reproduction of the damping ob-
served in experimental results for strong collapses.

The incident acoustic intensityI inc , a dimensionless
measure of the energy of the forcing per unit area per unit
time, is related to the forcing pressureF(t) as25

I inc5E
0

1

F~t!2 dt. ~2!

The energy radiated by the bubble is

Erad5
ML

4p E
0

1

V̈2 dt, ~3!

where V5(4p/3)R3 is the dimensionless volume of the
bubble. The energy radiated by a bubble at the dimensionless
frequencyn is26

Erad
~n!5

ML

2p F S E
0

1

V̈ cos~2pnt!dt D 2

1S E
0

1

V̈ sin~2pnt!dt D 2G . ~4!

The scattering cross section of the bubbles (n) at the fre-
quencyn is defined as the ratio of the radiated power at that
frequency to the incident intensity. It is given in dimension-
less terms, as

s~n!5
Erad

~n!

I incp
. ~5!

The dimensional form iss (n) multiplied by the frontal area
pR0

2.

FIG. 1. Dimensionless single-mode~sinusoidal! and optimized driving pres-
sure versus dimensionless time. The single-mode driving is at 1 MHz, and
the optimal driving has components at 1 MHz and 3 MHz. The optimal
driving is constructed so as to maximize the acoustic scattering at 2 MHz of
a 1.25mm radius bubble. The driving schemes are of the same intensity;
Pf50.5 ~see text!.

FIG. 2. Dimensionless radial response of a 1.25mm radius bubble versus
dimensionless time, subject to the single-mode and optimal forcing illus-
trated in Fig. 1. The energy radiated at 2 MHz in response to optimal forcing
is 8.0 times greater than for single-mode forcing.
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B. Optimal control problem

The goal of the optimal control problem is, subject to
reasonable constraints, to maximize the energy scattered by
the bubble at a particular target frequency. Specifically, here
we wish to find a forcingF(t) which yields the largest
acoustic response at the dimensionless frequency of 2. The
following formulation is valid for allF(t), but the problem
will shortly be specialized to anF(t) consisting of a few
specified Fourier modes. Mathematically, we wish to maxi-
mizeErad

(2) ~4!, subject to a constraint on the incident intensity
~2! where the intensityI inc is a prescribed constant. We inte-
grateErad

(2) by parts twice to obtain,

Erad
~2!52

2048

9
p5ML@C21S2#, ~6!

where C[*0
1R(t)3 cos(4pt)dt, and S[*0

1R(t)3

3sin(4pt)dt.
In order to formulate the optimization problem, we be-

gin by constructing a cost functionJ which consists of the
quantity to be maximized~6! ~with the constants of propor-
tionality dropped!, incorporating the constraints to be satis-
fied:

J[C21S22fS E
0

1

F~t!2 dt2I incD 2E
0

1

l~t!G dt. ~7!

G[0 is the Rayleigh–Plesset equation~1!, andJ is a func-
tional which associates a scalar cost with the acoustic forcing
protocolF(t).

In ~7!, the constraints are incorporated by the use of two
Lagrange multipliersf and l~t!. Because the constraint on
the norm of the acoustic forcing~2! is an integral constraint
~and therefore not a function oft!, the associated Lagrange
multiplier f is a constant. The Rayleigh–Plesset equation
G50 is regarded as a differential constraint. For this reason
the associated Lagrange multiplierl~t! is time dependent.
We note that when the constraints are satisfied,~7! is propor-
tional to the scattered energy at the target frequency.

A necessary condition forJ to achieve a maximum is
that its variationdJ should be zero. This allows one to de-
termine Euler–Lagrange equations to be satisfied by the un-
knowns $F(t),R(t),l(t),f% that are equivalent to the re-
quirement that the variation inJ should be zero. One must
consider the variations in the forcing protocolF(t), with
accompanying changes inR(t), Ṙ(t), andR̈(t), and in the
Lagrange multipliersf andl~t!. Further details are relegated
to the appendix.

Thus far we have assumed a general form of the forcing
F(t). It is possible to solve for a generalF(t) directly,20 but
it is more practical from a technological standpoint to con-
siderF(t) as a sum of known Fourier components with un-
known amplitudes and relative phases.20 Hence~for simplic-
ity! we restrict ourselves to a dual-mode forcing of the form,

F~t!5Pf~A1 cos~2p f 1t!1A2 cos~2p f 2t!

1B2 sin~2p f 2t!!, ~8!

where Pf is the amplitude of the acoustic driving pressure
made dimensionless with respect toP0 , f 1 , andf 2 are given

frequencies of forcing, and we have the convenient represen-
tation

A15cosu cosn, A25sinu cosn, B25sinn. ~9!

Hereu andn are simply~two! efficient variables to represent
the mix of ~three! amplitudes. In all cases to be examinedf 1

is unity, owing to the nondimensionalization. That is, the
driving at f 1 is at the linear resonance frequency of the
bubble of radiusRnom. We shall defer specification off 2 to
specific examples below. In the example of Figs. 1 and 2,
f 1 /T51 MHz, f 2 /T53 MHz and the scattering at 2f 1 /T
52 MHz was maximized.

C. Solution of the optimal control problem

Equations~12!–~19! of the appendix define the optimal
control problem for the case of dual mode forcing~8! and
~9!. That is, the solution of these equations will yield a forc-
ing protocol and a bubble radial response which maximizes
scattering at the target frequency (2f 152). The correspond-
ing u and n, which fully describe the forcing at a given
amplitude through~8! and ~9!, are thenoptimal.

The solution of this system of equations can be very
efficiently developed with AUTO 97,27 software for continu-
ation and bifurcation of ODEs. AUTO enables one to use
pseudoarc length continuation to continue a particular branch
of solutions to a system of ODEs~plus boundary conditions
and integral constraints! as a parameter is varied. An exact
initial solution is required. We employ AUTO to satisfy suc-
cessively the various integral constraints~as well as period-
icity conditions and ODEs! to obtain the optimal solution.
Thereafter, we can maintain the optimal conditions while
varying parameters such as the ambient radius of the bubble
R0 in order to develop response diagrams of various types.

We shall report the results of several different types of
calculations. These are~i! ~unoptimized! sinusoidalsingle-
mode forcingwhere we varyR0 to develop a response dia-
gram ofs (2) vs R0 , ~ii ! optimized dual-mode forcingwhere
we varyR0 to develop a response diagram ofs (2) vs R0 that
is optimal for eachR0 , and ~iii ! fixed dual-mode forcing,
where we varyR0 to develop a response diagram ofs (2) vs
R0 that is optimal for only oneR0* —but suboptimal for other
R0 . The latter calculation is intended to show the response of
a cloud of bubbles of various sizes to forcing that is optimal
for a single sized bubble. Note that a calculation of type~ii !
is not feasible for direct application in a real imaging situa-
tion where bubbles of various sizes are present; but, pursuit
of this helps to delineate what is possible in an ideal case.
Details of the AUTO calculation are given in the appendix.

The physical parameters were chosen to model air
bubbles in blood,28–30 see Table I. The forcing frequencies
are f 151, f 253 ~we shall refer to this as 1/3 forcing!, and
Rnom52.961 05mm. We remind the reader thatRnom is not
the size of any bubble of interest, but rather just a convenient
way to refer to the frequencies. A bubble of this radius has a
linear resonance frequency of 1 MHz (T51026 s). The dual-
mode forcing then has components at 1 MHz and 3 MHz,
and the scattering is to be maximized at 2 MHz, as in the
example of Figs. 1 and 2.
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Other forcing schema were investigated but rejected for
the present purposes. Forcing at 1/2 resulted in significantly
higher scattering at 2f 1 . This is not surprising, because one
component of forcing is at the receive frequency. However,
in a physical system the second harmonic response of thef 1

component would be indistinguishable from a linear re-
sponse driven by thef 2 component; this would have unfa-
vorable consequences for the contrast-to-tissue ratio. Forcing
at 1/3 seems to be the most effective because the second
harmonic of f 1 is also the difference frequency betweenf 1

and f 2 . Forcing at 1/4 forcing resulted in an insignificant
increase in the scattering at 2f 1 .

III. RESULTS

In this section we illustrate the response of bubbles of
different sizes to various driving protocols. The driving may
be single-mode, optimal dual-mode, or fixed dual-mode. In
all cases the dual-mode driving is a mixture of frequencies
f 151, f 253, and the single-mode is entirely at frequency
f 151. The acoustic response of the bubble is expressed in
terms of the scattering cross section, which is related to the
energy radiated by the relation~5!. The scattering cross sec-
tion, widely adopted in literature,6,10 gives a measure of the
acoustic radiation of a bubble for a given intensity of driving.
For any givenR0 andI inc the scattering cross section and the
energy radiatedErad

(2) express the same thing; all optimiza-
tions with respect to one are valid with respect to the other.

Three driving amplitudes are examined,Pf50.1, 0.25,
and 0.5. These correspond to dimensional driving pressures
(Pf•P0) of 0.1, 0.25, and 0.5 atm, and to dimensionless

intensitiesI inc50.005, 0.031 25, and 0.125. Two categories
of plots are shown. The first~Figs. 3–5! illustrate thes (2)

response of a range of bubble sizes to two forcing schema,
optimal dual-mode and single-mode forcing. Finally, in Fig.
6 we illustrate the response of bubbles to fixed dual-mode
driving—driving which is fixed for all radii and which is
optimal for only one bubble size.

A. A comparison of single-mode and optimal dual-
mode forcing

In Fig. 3 we show the scattering cross section at the
target frequency of bubbles ranging in size from 0.5 to 2mm
~radius! driven with aPf of 0.1. Our investigations focus on
bubbles of this size because they will not obstruct
microcirculation.1 The solid curve showss (2) of bubbles
subject to single-mode driving, the dashed curve the re-
sponse to dual-mode driving that is optimal at eachR0 . The
optimally driven bubble has a responses (2) which is every-
where greater or equal to the single-mode driven bubble. The
response of the optimally driven bubble is relatively greater
for sizesR0;1 – 1.6mm. This change illustrates that a sig-
nificant increase in scattering at the target frequency, at a
fixed intensity of driving, is possible.

Two amplitudes of driving were investigated further:
Pf50.25 and 0.5. In Figs. 4 and 5 are illustrateds (2) for

FIG. 3. Dimensionless scattering cross sections (2) of bubbles of range of
sizes R0 . The solid curve represents the response of bubbles subject to
single-mode driving and the dashed one the response to optimal dual-mode
driving. The optimal driving is optimal for every radiusR0 . Driving ampli-
tude isPf50.1.

FIG. 4. The dimensionless scattering cross section of a bubble to different
driving schema atPf50.25. Response to single-mode driving is shown as a
solid curve, and to optimal dual-mode driving as a dotted curve. Optimal
driving is optimal for eachR0 .

FIG. 5. Pf50.5. As in Fig. 4.

TABLE I. Parameter values used in the simulations.

g5 1.0
rL5 1090 kg/m3

cg5 340 m/s
cL5 1570 m/s
s5 58.89 mN/m
h5 1.5 cP
P05 101 325 Pa51 atm
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single-mode and optimal dual-mode driving in the latter two
cases. For certain bubble sizes the difference in the response
between single-mode and optimal driving is large. Thes (2)

response of a 1.25mm bubble driven atPf50.5 increases
eightfold ~see also Figs. 1 and 2!.

B. Components of the optimal dual-mode forcing

The mix of frequencies that makes for optimal forcing at
a givenR0 depends onR0 . In other words, the values ofA1 ,
A2 , andB2 ~or equivalently ofu andn! as defined in~8! and
~9! for optimal forcing depend onR0 . In a physical situation
where a cloud of bubbles with a distribution of sizes is ex-
cited by the sound field, the driving is of course of one fixed
form for all bubbles. This forcing may be optimal for
bubbles of one particular size only, and differently sized
bubbles will feel a forcing which is generally suboptimal.
Note that the driving pulse may also change shape with
propagation owing to frequency dependent attenuation and
nonlinear effects, but this is beyond the scope of the present
work. To gauge the response of a population of bubbles of a
distribution of sizes to a driving which is optimal for a
bubble sizeR05R0* , we evaluateds (2) for a fixed dual-
mode driving withu5u* andn5n* . u* andn* yield optimal
forcing for a bubble of sizeR0* .

In Fig. 6 we show the response for the choice ofR0*
51.25mm; nearby choices lead to very similar pictures. For
comparison, the responses to single-mode forcing and to
forcing optimal for everyR0 are also shown. It is apparent
that the increase ins (2) is a robust phenomenon, and a fixed
dual-mode driving which is optimal for one size of bubble
increases the target response of bubbles for a considerable
range of radii. Roughly speaking, such a fixed dual mode
driving which is optimal for a sizeR0* increasess (2) signifi-
cantly above that of single-mode driving for sizesR0'R0*
60.4mm. For R0 outside of this range, thes (2) is lower
than for single-mode driving alone. At other driving pressure
amplitudes, the choice ofR0* near the midpoint of the range
over whichs (2) is enhanced in the optimization calculation
leads to similar results for fixed dual-mode driving which is
optimal for one size of bubble.

In this regard, fixed dual-mode driving is size-selective.
It will enhance the scattering at the target frequency of
bubbles in a window of radii, and suppress it for bubbles
outside of this range. This effect could be exploited to for-
mulate a detection scheme, for bubbles in a range of sizes;
see17 for related ideas.

C. Stability of the optimal solutions

In constructing a solution to the problemdJ50 one
must ensure the solution obtained is physically realizable.
There are two issues: the solution may be unstable, or it may
require particular initial conditions. The basin of attraction of
the optimal solution of the Rayleigh–Plesset equation is the
set of all initial conditions which will, in time, converge
upon the optimal radial dynamics, given that the optimal
forcing ~as given byu and n! is applied. Figure 2 is an
example of such a solution. An unstable solution would
never in practice be observed.

To determine the entire basin of attraction of an optimal
solution is beyond the scope of this paper. Instead, we deter-
mine if one convenient initial condition corresponding to a
quiescent bubble,R(0)51, Ṙ(0)50, lies in the basin of at-
traction. We integrate the Rayleigh–Plesset equation~1! for a
number of periods with a given initial condition,R(0)51,
Ṙ(0)50 until the periodicity conditions~A3! and ~A4! are
satisfied. In all cases, given the optimal forcing as prescribed
by u andn for a given bubble size and driving intensity, we
reach the optimal solution, and such convergence occurred in
a small number of periods of forcing. We conclude that the
optimal solutions described in this paper are stable and that
the quiescent initial condition (R51, Ṙ50) falls within their
basin of attraction. Furthermore, the solution converges upon
the periodic solution rather quickly.

IV. CONCLUSIONS

In this work we have shown how to optimize acoustic
scattering from microbubbles at a frequency not contained in
the forcing. Specifically, we have maximized the acoustic
scattering at the difference frequency by optimizing over the
phase and amplitudes of the components of a dual-frequency
forcing. Numerical simulations were performed to gauge the
effectiveness of the optimal driving scheme. The investiga-
tion focused primarily on an example of dual-mode driving
with frequencies of 1 MHz and 3 MHz, with the scattering at
2 MHz optimized.

The scattering cross section at the target frequency can
be increased considerably with optimal driving. Bubbles are
receptive candidates for enhancement of the scattering as a
consequence of frequency mixing phenomena; we have dem-
onstrated that an optimal forcing scheme can increases (2)

eightfold or more. Hence, the technique represents a power-
ful method for increasing the scattering at a target frequency.

It has been demonstrated that encapsulated microbubble
contrast agents also scatter at the second harmonic,9–12 but
that their harmonic echoes are much fainter than free mi-
crobubbles.~Of course, they can be intentionally ruptured for
imaging purposes.! The present methods can be used to en-
hance the scatter from these commercial contrast agents. The

FIG. 6. Response to single-mode forcing~solid!, forcing optimal for every
R0 ~dashed! and fixed dual-mode forcing~long-dashed!, where the fixed
dual-mode forcing is optimal for a bubble of sizeR0* 51.25mm. Pf50.5.
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formulation of the optimization problem in this paper is gen-
eral. It can be regarded as a strategy to be exploited for other
aims in acoustics, in addition to optimization of the scatter-
ing at the difference frequency.
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APPENDIX A: DERIVATION OF EULER–LAGRANGE
EQUATIONS

In this appendix we derive differential equations that are
equivalent to the~integral! statement of the optimization
problem, including constraints. The strategy is to assume one
has an optimal solution, and to perturb away from it. The
change in the cost functionJ should be zero, to first order in
the departure from the optimal solution.

Hence, we take the variation ofJ with respect to changes
in F(t), etc., and integrate by parts to eliminate related
variationsdṘ(t) anddR̈(t) in favor of dR(t). The result is
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whereH is
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Eu
2

2ML

ReRD G l̇
1F 1

WeR2
23kPg0* R2123k1MLḞ1
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The goal is to find conditions onF(t) necessary fordJ
50.

We restrict ourselves to the narrow-band problem, where
both the forcingF(t) and the radial response of the bubble
R(t) are periodic with a period of unity~equivalently, a
dimensional period ofT seconds!. In other words, we seek
the solution to narrow-band forcing in which the transients of
the response have died away. This imposes periodicity con-
ditions on the radial response,

R~0!5R~1!, Ṙ~0!5Ṙ~1!, ~A3!

and implies that the variationsdR anddṘ as well asdF are
periodic. The boundary terms in~A1! in turn imply thatl
and l̇ are periodic witht, or

l~0!5l~1!, l̇~0!5l̇~1!. ~A4!

These arguments eliminate the boundary terms in~A1!. The
Euler–Lagrange equations corresponding to the variational
principle are then obtained by assuming that the variations
dR(t) anddl~t! are arbitrary and independent for allt; this
requires that coefficients of these variations be identically
zero for allt, and we obtain

G50, ~A5!

H50. ~A6!

The assumptions on the form of the forcing~dual-mode
in the present work! allow us to rewritedF, a function oft,
in terms of the variationsdu, dn, anddPf . These variations
are assumed to be independent, arbitrary and constant with
respect tot, hence the coefficients of this triad of variations
must vanish individually. This leads in the usual way to the
Euler–Lagrange equations associated with the variations
dPf , du, anddn,

E
0

1 ]F

]Pf
S l2ML

d

dt
~lR! Ddt2Pff50, ~A7!

E
0

1 ]F

]u S l2ML
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dt
~lR! Ddt50, ~A8!

E
0

1 ]F

]n S l2ML

d

dt
~lR! Ddt50. ~A9!

Likewise,df is assumed to be an arbitrary constant and we
immediately recover the constraint~2!, which may be rewrit-
ten,

Pf
252I inc . ~A10!

In summary, the Euler–Lagrange equations consist of~A5!
and ~A6! ~second order ordinary differential equations inR
andl! with boundary conditions~A3! and~A4!, and integral
constraints~A7!–~A9!.
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APPENDIX B: DETAILS OF SOLUTION VIA AUTO

A sequence of three continuations using AUTO is re-
quired to reach the optimal solution. In the first continuation
the integral constraints~A8! and ~A9! are relaxed and the
parametersu and n are held fixed at some arbitrary value.
The solution branch is traced as the driving intensityI inc is
increased from zero~corresponding to the known quiescent
solution! to a desired value. The parameterf is determined
by satisfaction of~A7!. For the second continuation the in-
tensity is fixed while the first integral constraint~A8! is
driven to zero by adjustment ofu. In the third continuation
the integral constraints~A7! and ~A8! are enforced while
~A9! is forced to be satisfied by adjustment ofu andn. At the
end of the third continuation all the equations~A3!–~A10!
are satisfied and the optimal solution is obtained. This is the
successive continuation strategy of Doedel.21,22

Such an optimized forcing is specific to a bubble of size
R0 ~in addition to all other physical parameters!. We wish to
broaden the scope by considering the response of bubbles of
various sizes to optimal forcing. Such a sweep acrossR0 is
accomplished in a fourth continuation. Satisfaction of the
entire system~A3!–~A10! is maintained; hence one obtains
the optimal dual-mode forcingat eachR0 . As the parameter
R0 is varied, this alters the values of the dimensionless
groups such as the Reynolds number. The value ofRnom is
unaltered, however, so the characteristic timeT is un-
changed. Physically this corresponds to an examination of
the response of bubbles of a spectrum of sizes, each one
subject to optimal forcing of the same two frequencies.

We are also interested in obtaining the response of
bubbles of various sizes to afixed dual-mode forcing, where
u andn are fixed. This is accomplished in the fifth continu-
ation, whereR0 is varied whileu andn are held constant; the
integral constraints~A8! and ~A9! are by necessity relaxed.
The particular case ofu5n50 @A151, A25B250 in ~9!#,
which we callsingle-mode forcing, is also evaluated in this
manner.
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Influence of viscosity on the diffraction of sound by a circular
aperture in a plane screen
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The linearized equations of viscous fluid flow are used to analyze the diffraction of a time-harmonic
acoustic plane wave by a circular aperture in a rigid plane screen. Arbitrary aperture size and
arbitrary angle of incidence are considered. Sets of dual integral equations are derived for the
diffracted velocity and pressure fields, and are solved by analytic reduction to sets of linear algebraic
equations. In the case of normal incidence, numerical results are presented for the fluid velocity in
the aperture and the power absorption due to viscous dissipation. The theoretical results for power
absorption are compared to previously obtained results from high amplitude acoustic experiments in
air. The conditions under which the dissipation predicted by linear theory becomes significant are
quantified in terms of the fluid viscosity and sound speed, the acoustic frequency, and the aperture
radius. © 2003 Acoustical Society of America.@DOI: 10.1121/1.1562647#

PACS numbers: 43.28.Py@MSW#

I. INTRODUCTION

In a previous paper,1 the authors began an investigation
of the effects of fluid viscosity on acoustic diffraction. Ref-
erence 1 considered the problem of diffraction by a half
plane, and focused primarily on the determination of the
fluid velocity field near the diffracting edge. In the present
paper, we analyze the diffraction of an acoustic plane wave
by a circular aperture in a viscous fluid. The finite circular
aperture considered here allows us to investigate the effects
of viscosity on the fluid velocity field, the transmission of
energy through the aperture, and the attenuation of acoustic
energy by viscous dissipation.

An exact solution for the diffraction of a normally inci-
dent plane wave by a circular aperture in a standard inviscid
acoustic medium is given by Spence.2 When the radius of the
aperture is small compared to the wavelength of the incident
plane wave, Spence’s solution agrees with the previous ap-
proximate solution of Rayleigh,3 who derives his result by
assuming that the fluid flow in the immediate vicinity of the
small aperture is incompressible.

It is clear that fluid viscosity must have an increasingly
important effect on sound transmission through an aperture
as the aperture size decreases. It has also been shown experi-
mentally that viscous effects in apertures become increas-
ingly significant as the incident sound intensity level is
increased.4,5 A high intensity sound field produces a pulsat-
ing jet in the aperture, and this jet leads to the formation of
vortex rings which propagate away from the aperture. The
vortex rings extract energy from the acoustic field and cause
an effective attenuation of sound. The formation of vortex
rings and the corresponding attenuation of sound is enhanced
by the presence of a steady mean flow. Thus, the diffraction
of sound by a circular aperture in the presence of a mean

flow has been studied theoretically and experimentally in the
context of noise control applications.6–8

Here, we give the first complete solution for the linear
boundary value problem corresponding to the diffraction of
an incident time-harmonic plane wave by a circular aperture
in a viscous fluid. We start in Sec. II with the linearized
equations for a viscous fluid in the absence of a mean flow,
and impose the no-slip condition on the rigid barrier that
contains the aperture. We derive dual integral equations for
the diffracted velocity and pressure fields that are valid for
arbitrary aperture size and arbitrary angle of incidence. In
Sec. III, the dual integral equations are transformed analyti-
cally into numerically tractable sets of linear algebraic equa-
tions. The special case of normal incidence is considered in
Sec. IV. The analysis simplifies substantially for normal in-
cidence, and the assumption of normal incidence allows us to
develop simple expressions for the power transmission
through the aperture and for the far-field transmitted pres-
sure. By considering the ratio of the far-field power transmis-
sion to the power transmission through the aperture, we de-
rive an expression for the power absorption due to viscous
dissipation. In Sec. V we present numerical results for the
case of a normally incident plane wave. The velocity field in
the aperture is plotted for inviscid flow, for small viscosity
and for fully viscous flow. Our theoretical results for the
power absorption are compared with measured absorption
values from the aeroacoustic experiments by Salikuddin and
Brown.9 The incident acoustic intensity in these experiments
is high enough to induce nonlinear vortex formation in the
aperture, and the power absorption predicted here by linear
theory is generally small compared to the reported experi-
mental values in Ref. 9. However, our results show that lin-
ear dissipation can be significant in some parameter ranges,
and our analysis gives a complete determination of the dis-
sipation as a function of fluid properties, acoustic frequency,
and aperture size.a!Electronic mail: nagem@bu.edu
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II. THEORY

The standard acoustic equations for linearized flow in a
homogeneous viscous fluid are the continuity equation
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1r0¹"v50, ~1!

the momentum equation
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and the equation of state
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in which v is the fluid velocity vector,r0 is the ambient fluid
density,r is the density perturbation,p is the fluid pressure,
andn is the kinematic viscosity. It may be deduced from Eqs.
~1!–~3! that the vorticityV5“Ãv satisfies
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as in unsteady creeping flow, whiler, “"v, andp satisfy an
acoustic wave equation with viscous damping, namely
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In particular, an irrotational plane wave has a velocity field
of the form
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wheree denotes a unit vector.
An infinite rigid plate, at which the no-slip condition

v50 is imposed, is atz50 but has an aperture at 0<r ,R,

which generates a three-dimensional disturbance produced
by an incident plane wave of period 2p/v, as illustrated by
Fig. 1. If the viscous decay length (n/v)1/2 is assumed to be
much smaller than the acoustic lengthc0 /v, as in air or
water at normal acoustic frequencies, then the viscous effects
are essentially confined to a thin region containing the bar-
rier. However, if the former is of orderR, viscosity is ex-
pected to restrict the penetration of the disturbance intoz
,0.
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and suppress the time factoreivt. Then Eq.~6! yields
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which lies just above the positive real axis, and a total wave
field in the absence of the aperture, regarded as an incident
wave and given, forz.0, by
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in which 0,a<p/2. The final term invinc accounts for the
viscous no-slip condition at the wall and implies that the curl
of vinc is nonzero. Forz,0, vinc50. Let the total velocity
field be vinc2vsc, with associated pressure fieldpinc2psc,
where the negative sign is introduced for later convenience.
The scattered fieldvsc must vanish on the barrier in order
to maintain the no-slip condition, cancel the stress disconti-
nuities in the aperture associated withvinc , and vanish asz

→6`. It is calculated by using the modal structure gener-
ated by the expansion
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FIG. 1. Geometric configuration for plane wave diffraction through a circu-
lar aperture in a viscous acoustic medium.
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whereJn is the Bessel function10 of the first kind of ordern.
From Eqs.~1!–~3!, vsc is governed by
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The construction ofvinc in Eq. ~9! allows the assumption
that, at infinity, vsc has only diffracted waves. Define the
dimensionless Fourier coefficients
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Since (¹21ka
2)psc50, with ka defined by Eq.~6!, the solu-

tion for Pn that vanishes asuzu→` is
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The solution~16! allows the possibility thatPn or its
first derivative with respect toz may be discontinuous atz
50, and is more convenient than the alternative of writing
one solution forz.0 and a second solution forz,0. The
solution of Eq.~15! that ensures continuity ofV at z50 is
now

Wn5
iv

c0ka
2 E

0

` Ak22ka
2

k
$@An~k!sgn~z!1Bn~k!#

3e2~k22ka
2
!1/2uzu2@An~k!sgn~z!1Cn~k!#

3e2~k22 iv/n!1/2uzu%Jn~kr !dk ~n>0!, ~17!

Un6Vn5
v

c0ka
2 E

0

`

$@An71~k!1Bn71~k!sgn~z!#

3e2~k22ka
2
!1/2uzu2@Dn

6~k!1Bn71~k!sgn~z!#

3e2~k22 iv/n!1/2uzu%Jn~kr !dk ~n>1!, ~18!

U05
v

c0ka
2 E

0

`

$@A1~k!1B1~k!sgn~z!#e2~k22ka
2
!1/2uzu

2@D0
2~k!1B1~k!sgn~z!#

3e2~k22 iv/n!1/2uzu%J0~kr !dk. ~19!

In Eq. ~18!, the upper signs and the functionDn
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used in the equation forUn1Vn , while the lower signs and
the functionDn

2 are used in the equation forUn2Vn . The
sets of functions,$An ,Bn ,Cn ,Dn
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are related by the continuity equation and then determined in
the following by applying the mixed conditions atz50.
When Eqs.~16!–~19! are substituted into Eq.~14!, it follows
that
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2!1/2GBn~k! ~n>0!,

D1
1~k!5F 11

S k22
iv

n D 1/2

k2 K~k!GA0~k!,

where

3082 J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 A. M. J. Davis and R. J. Nagem: Viscous diffraction by a circular aperture



K~k!5~k22ka
2!1/22

k2

S k22
iv

n D 1/2. ~20!

Since the sum (Dn21
2 1Dn11

1 ) is given above in terms of
the functionAn , it is convenient to introduce the function
En(n>1) by setting

Dn21
2 ~k!

Dn11
1 ~k!J 5F 11

S k22
iv

n D 1/2

k2 K~k!GAn~k!6En~k!

~n>1!.
When these relations are substituted into Eqs.~17!–~19!, the
latter can be rearranged as

Wn5
iv

c0ka
2 E

0

` HAk22ka
2

k
@An~k!sgn~z!1Bn~k!#

3@e2~k22ka
2
!1/2uzu2e2~k22 iv/n!1/2uzu#1

K~k!

k

3Bn~k!e2~k22 iv/n!1/2uzuJ Jn~kr !dk ~n>0!, ~21!

U05
v

c0ka
2 E

0

`H @A1~k!1B1~k!sgn~z!#@e2~k22ka
2
!1/2uzu

2e2~k22 iv/n!1/2uzu#2F S k22
iv

n D 1/2

k2 K~k!A1~k!

1E1~k!Ge2~k22 iv/n!1/2uzuJ J0~kr !dk, ~22!

Un2Vn5
v

c0ka
2 E

0

`H @An11~k!1Bn11~k!sgn~z!#

3@e2~k22ka
2
!1/2uzu2e2~k22 iv/n!1/2uzu#

2F S k22
iv

n D 1/2

k2 K~k!An11~k!1En11~k!G
3e2~k22 iv/n!1/2uzuJ Jn~kr !dk ~n>1!, ~23!

U11V15
v

c0ka
2 E

0

`H @A0~k!1B0~k!sgn~z!#

3@e2~k22ka
2
!1/2uzu2e2~k22 iv/n!1/2uzu#

2

S k22
iv

n D 1/2

k2 K~k!A0~k!e2~k22 iv/n!1/2uzuJ
3J1~kr !dk, ~24!

Un1Vn5
v

c0ka
2 E

0

`H @An21~k!1Bn21~k!sgn~z!#

3@e2~k22ka
2
!1/2uzu2e2~k22 iv/n!1/2uzu#

2F S k22
iv

n D 1/2

k2 K~k!An21~k!2En21~k!G
3e2~k22 iv/n!1/2uzuJ Jn~kr !dk ~n>2!. ~25!

The sets of unknown functions$An(k),Bn(k);n>0%,
$En(k);n>1% are now determined by requiring zero velocity
on the barrier and no net stress discontinuities in the aper-
ture. It is readily seen from Eqs.~21!–~25! that vsc vanishes
on the barrier provided

E
0

` K~k!

k
Bn~k!Jn~kr !dk50 ~r .R,n>0!,

E
0

`F S k22
iv

n D 1/2

k2 K~k!An11~k!1En11~k!G Jn~kr !dk50

~r .R, n>0!,
~26!

E
0

`F S k22
iv

n D 1/2

k2 K~k!An21~k!2En21~k!G Jn~kr !dk50

~r .R, n>2!,

E
0

` S k22
iv

n D 1/2

k2 K~k!A0~k!J1~kr !dk50 ~r .R!.

Equations valid forr ,R are obtained in the following by
considering the normal and tangential stresses in the aper-
ture. The normal stress at az5constant plane is given by11

2p12r0nS ]vz

]z
2

1

3
¹"vD .

However, if v is continuous, then the normal derivative is
equal to the divergence and hence, by virtue of Eq.~11!,
continuity of pressure suffices to ensure continuity of normal
stress.

According to Eq.~9!, the pressure discontinuity in the
incident field is given by

iv

r0c0
2 @psc#z502

01 5@¹"vsc#z502
01 52ivQeikax cosa, ~27!

where

Q5

c0kaS ka
2 cos2 a2

iv

n D 1/2

sina

vF S ka
2 cos2 a2

iv

n D 1/2

sina2 ika cos2 aG
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is a dimensionless constant. Thus, according to the Fourier
expansions~10!, ~13! and the solution~16!,

E
0

`

k21Bn~k!Jn~kr !dk5
1

2
@Pn#z502

01 5QJn~kar cosa!

~r ,R, n>0!, ~28!

since the total pressure field ispinc2psc. Together with the
first of equations~26!, Eq. ~28! yields, for eachn>0, a pair
of dual integral equations forBn(k) that are disjoint from the
other equations.

The tangential stress discontinuities in the incident field
are similarly given, from Eq.~9!, by

r0nF ]

]z
vsc"iG

z502

01

5
22iv2r0Q cosa

kaS ka
2 cos2 a2

iv

n D 1/2eikax cosa,

r0nF ]

]z
vsc"j G

z502

01

50.

But the total velocity field isvinc2vsc, and thus, according to
the Fourier expansions~10!, ~13! and the solutions~22!–
~25!,

E
0

`F ~k22ka
2!1/2

k2 An~k!1~2 iv/n!21S k22
iv

n D 1/2

En~k!G
3Jn21~kr !dk

5
Qka cosa

S ka
2 cos2 a2

iv

n D 1/2Jn21~kar cosa! ~r ,R, n>1!,

~29!

E
0

`F ~k22ka
2!1/2

k2 An~k!2~2 iv/n!21S k22
iv

n D 1/2

En~k!G
3Jn11~kr !dk

5
Qka cosa

S ka
2 cos2 a2

iv

n D 1/2Jn11~kar cosa! ~r ,R, n>1!,

~30!

E
0

` ~k22ka
2!1/2

k2 A0~k!J1~kr !dk

5
Qka cosa

S ka
2 cos2 a2

iv

n D 1/2 J1~kar cosa! ~r ,R!. ~31!

Together with the last of equations~26!, Eq. ~31! yields a
pair of dual integral equations forA0(k) that are disjoint
from the other equations. However, for eachn>1, Eqs.~29!,
~30! and the rest of equations~26! are identified as coupled
pairs of dual integral equations forAn(k), En(k).

III. THE SCATTERED FIELD: SOLUTION
BY TRANTER’S METHOD

Such groups of dual integral equations can be converted
into coupled integral equations, defined onr ,R or r .R.
But their numerical solution requires discretization and,
when rapidly oscillating forcing occurs, as here, the direct
reduction to algebraic equations given by Tranter12 is ex-
pected to be preferable. This method starts with the key ob-
servation that

A~u!5ua (
m50

`

amJn2a12m11~u!

satisfies

E
0

`

A~u!Jn~xu!du50 ~x.1!,

for uau,1. Explicit expressions for the coefficients are avail-
able when the integrand for the intervalx,1 has only the
additional factoru22a. Otherwise, the choice ofa is deter-
mined by the behavior of the additional factor asu→`. So,
since the stresses introduce a factork at infinity, a521/2
here. Thus equations~26! are satisfied by writing

K~k!

k
Bn~k!5~kR!21/2(

m50

`

bnmJn12m13/2~kR! ~n>0!,

~32!

S k22
iv

n D 1/2

k2 K~k!A0~k!5~kR!21/2(
m51

`

a0mJ2m11/2~kR!,

~33!

S k22
iv

n D 1/2

k2 K~k!An~k!6En~k!

5~kR!21/2(
m50

`

~anm6enm!Jn12m11/2~kR!

~an05en,0 , n>1!. ~34!

After substituting Eq.~32! and writing u5kR, r 5Rj,
Eq. ~28! becomes

(
m50

`

bnmE
0

` Jn12m13/2~u!

RK~u/R!u1/2 Jn~uj!du

5QJn~kaRj cosa! ~j,1, n>0!.

Tranter’s method, described by Sneddon in Sec. 4.6 of Ref.
13, now transforms this functional identity into linear alge-
braic equations by multiplying by

221/2G~n1 l 11!

G~n11!G~ l 13/2!
jn11~12j2!1/2F1~n13/2,n11,j2!

and integrating over 0,j,1 to obtain
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(
m50

`

bnmE
0

` Jn12m13/2~u!

RK~u/R!u2 Jn12l 13/2~u!du

5
221/2G~n1 l 11!Q

G~n11!G~ l 13/2!
E

0

1

jn11~12j2!1/2

3Fl~n13/2,n11,j2!Jn~kaRj cosa!dj ~ l ,n>0!.

~35!

HereFl is a Jacobi polynomial, defined by

Fl~a,b,j!52F1~2 l ,a1 l ;b:j!

5
G~ l 11!G~b!

G~ l 1b!
Pl

~b21,a2b!~122j!

5
G~ l 11!G~b!

G~ l 1a! (
s50

l
G~ l 1s1a!~2j!s

G~s1b!~ l 2s!!s!
, ~36!

in which the definition,

Pn
~a,b!~x!5

~21!n

2nn!
~12x!2a~11x!2b

dn

dxn

3@~12x!a1n~11x!b1n#,

is an obvious extension of Rodrigues’ formula forPn(x).
A set of linear equations for the coefficients inA0(k) is

similarly obtained by substituting Eq.~33! into Eq. ~31!,
multiplying by

221/2G~ l 12!

G~ l 13/2!
j2~12j2!1/2Fl~5/2,2,j2!

and integrating over 0,j,1. Thus

(
m51

`

a0mE
0

`F u22~kaR!2

u22
iv

n
R2 G 1/2 J2m11/2~u!

RK~u/R!u2 J2l 15/2~u!du

5
221/2G~ l 12!

G~ l 13/2!

Qka cosa

S ka
2 cos2 a2

iv

n D 1/2E
0

1

j2~12j2!1/2

3Fl~5/2,2,j2!J1~kaRj cosa!dj ~ l>0!. ~37!

Further, for eachn>1, coupled sets of linear equations for
the coefficients inAn(k), En(k) are obtained by substituting
Eq. ~34! into Eqs.~29! and ~30!, multiplying by

221/2G~n1 l !

G~n!G~ l 13/2!
jn~12j2!1/2Fl~n11/2,n,j2!

and

221/2G~n1 l 12!

G~n12!G~ l 13/2!
jn12~12j2!1/2Fl~n15/2,n12,j2!,

respectively, and integrating over 0,j,1. Thus

E
0

`

(
m50

` H 1

K~u/R! F u22~kaR!2

u22
iv

n
R2 G 1/2

anm

1

S u22
iv

n
R2D 1/2

S 2
iv

n DR

enmJ Jn12m11/2~u!
Jn12l 11/2~u!

Ru2 du

5
221/2G~n1 l !

G~n!G~ l 13/2!

Qka cosa

S ka
2 cos2 a2

iv

n D 1/2 E
0

1

jn~12j2!1/2

3Fl~n11/2,n,j2!Jn21~kaRj cosa!dj

~ l>0, n>1!, ~38!

E
0

`

(
m50

` H 1

K~u/R! F u22~kaR!2

u22
iv

n
R2 G 1/2

anm

2

S u22
iv

n
R2D 1/2

S 2
iv

n DR

enmJ Jn12m11/2~u!
Jn12l 15/2~u!

Ru2 du

5
221/2G~n1 l 12!

G~n12!G~ l 13/2!

Qka cosa

S ka
2 cos2 a2

iv

n D 1/2

3E
0

1

jn12~12j2!1/2Fl~n15/2,n12,j2!

3Jn11~kaRj cosa!dj ~ l>0, n>1!. ~39!

It may be noted that the functionK(k) given by Eq.~20!
appeared as the ‘‘Wiener–Hopf kernel’’ in the half-plane dif-
fraction analysis in Ref. 1. This function evidently plays a
key role in the acoustic/viscous interaction associated with
diffraction problems. It might be described here as the ‘‘ker-
nel’’ of Eq. ~35!.

For later numerical evaluation of the semi-infinite inte-
grals in Eq.~35! and Eqs.~37!–~39!, it is advantageous to
identify the asymptotic form of the integrands asu→` and
to evaluate the integrals corresponding to this asymptotic
form analytically using the identity

E
0

` Jn12m13/2~u!Jn12l 13/2~u!

u
du5

dml

2n14m13
.
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It is also convenient to rescale the coefficientsamn , bmn ,
andemn so as to to remove common factors from the right-
hand sides. Thus, on writing

@anm ,enm#52F S ka
21

iv

n Danm ,
2iv

n
gnmGR2S 2

p D 1/2

3
Qka cosa~n12m11/2!

S ka
2 cos2a2

iv

n D 1/2 ,

~40!

bnm52S ka
21

iv

n DbnmR2S 2

p D 1/2

Q~n12m13/2!,

and substituting forK from Eq. ~20!, Eqs. ~35!, ~37!–~39!
reduce to

bnl2 (
m50

`

~n12m13/2!bnmE
0

`

Jn12m13/2~u!Jn12l 13/2~u!

3F ~ka
21 iv/n!R2

~u22ka
2R2!1/22u2~u22 iR2v/n!21/212uG du

u2

5
G~3/2!G~n1 l 11!

G~n11!G~ l 13/2!
E

0

1

jn11~12j2!1/2

3Fl~n13/2,n11,j2!Jn~kaRj cosa!dj ~ l ,n>0!,

~41!

a0,l 112 (
m51

`

~2m11/2!a0mE
0

`

J2m11/2~u!J2l 15/2~u!

3F ~ka
21 iv/n!R2

~u22 iR2v/n!1/22u2~u22ka
2R2!21/212uG du

u2

5
G~3/2!G~ l 12!

G~ l 13/2!
E

0

1

j2~12j2!Fl~5/2,2,j2!

3J1~kaRj cosa!dj ~ l>0!, ~42!

anl2 (
m50

`

~n12m11/2!anmE
0

`

Jn12m11/2~u!Jn12l 11/2~u!F ~ka
21 iv/n!R2

~u22 iR2v/n!1/22u2~u22ka
2R2!21/212uG du

u2 1gnl

2 (
m50

`

~2n14m11!gnmE
0

`

Jn12m11/2~u!Jn12l 11/2~u!@u2~u22 iR2v!1/2#
du

u2

5
G~3/2!G~n1 l !

G~n!G~ l 13/2!
E

0

1

jn~12j2!1/2Fl~n11/2,n,j2!Jn21~kaRj cosa!dj ~ l>0, n>1!, ~43!

an,l 112 (
m50

`

~n12m11/2!anmE
0

`

Jn12m11/2~u!Jn12l 15/2~u!F ~ka
21 iv/n!R2

~u22 iR2v/n!1/22u2~u22ka
2R2!21/212uG du

u2 2gn,l 11

1 (
m50

`

~2n14m11!gnmE
0

`

Jn12m11/2~u!Jn12l 15/2~u!@u2~u22 iR2v!1/2#
du

u2

5
G~3/2!G~n1 l 12!

G~n12!G~ l 13/2!
E

0

1

jn12~12j2!1/2Fl~n15/2,n12,j2!Jn11~kaRj cosa!dj ~ l>0, n>1!. ~44!

For n>1, an05en0 implies (12 ika
2n/v)an052gn0 ,

which ensures that the number of equations matches the
number of unknown coefficients. Note that the forcing
terms~right-hand sides! depend on onlykaR while the ma-
trices on the left-hand sides depend on bothkaR and
(v/n)1/2R, with emphasis dictated by the magnitudes of
these parameters.

In the inviscid limit, only $Bn(k);n>0% and hence
one set of equations are required. However, the additional
factor in the integral over~0, 1! now behaves likeu21, cor-
responding to the pressure now playing the role of velocity
potential instead of normal stress. Thus, witha51/2, Eq.
~32! is modified to

~k22k0
2!1/2

k
Bn~k!5~Rk!1/2(

m50

`

b̂nmJn12m11/2~kR!

~n>0!, ~45!

and the resulting system, corresponding to Eq.~35!, is

(
m50

`

b̂nmE
0

` Jn12m11/2~u!

~u22k0
2R2!1/2Jn12l 11/2~u!du

5
21/2G~n1 l 11!

G~n11!G~ l 11/2!
E

0

1 jn11

~12j2!1/2

3Fl~n11/2,n11,j2!Jn~k0Rj cosa!dj ~ l ,n>0!.

~46!
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IV. NORMAL INCIDENCE

In this limiting case, the incident field has the simple
form

vinc5c0k~2e2 ikaz1eikaz! ~z.0!

and only P0 , W0 and U15V1 are nonzero. Moreover, the
absence of tangential stress in the incident field ensures that
A0(k)50. According to Eqs.~26!–~28!, the remaining func-
tion B0(k) satisfies the dual integral equations

E
0

` K~k!

k
B0~k!J0~kr !dk50 ~r .R!,

E
0

`

k21B0~k!J0~kr !dk5
c0ka

v
5

ka

k0
~r ,R!,

which can be reduced, by writing

K~k!

k
B0~k!52S 2

pkRD 1/2S ka
21

iv

n DR2
ka

k0

3 (
m50

`

b0m~2m13/2!J2m13/2~kR!, ~47!

according to Eqs.~32! and ~40!, to the linear system

b0l2 (
m50

`

~2m13/2!b0mE
0

`

J2m13/2~u!J2l 13/2~u!

3F ~ka
21 iv/n!R2

~u22ka
2R2!1/22u2~u22 iR2v/n!21/212uG du

u2

5
G~3/2!G~ l 11!

G~ l 13/2!
E

0

1

j~12j2!1/2Fl~3/2,1,j2!dj

5 1
3 d l0 ~ l>0!. ~48!

A. Aperture power transmission

A useful quantity that can be readily calculated here is
the power transmitted through the aperture. In terms of the
time-dependent fields, the power flow is given, from Eqs.~1!
to ~3!, by the outward flux of the vector field

J5vS 11
n

3c0
2

]

]t D p2r0n“S 1

2
v2D . ~49!

The normal component ofJ in the aperture is complicated in
the general case of oblique incidence but simplifies enor-
mously whena5p/2, since thenv has zero tangential com-
ponent andp varies only in time. Then, with further use of
Eq. ~1!,

J5vS 11
4n

3c0
2

]

]t D p at z50, r ,R.

Using the bracketŝ & to denote the time average over one
period of the harmonic oscillation, the mean power transmis-
sion through the aperture~in the negativez direction! is
therefore

Pa522pE
0

R

^J~r ,0!"k&r dr

5pRFk0
2

ka
2 E

0

R

vsc* ~r ,0!"k~pinc2psc!~r ,0!r dr G ,

where an asterisk denotes a complex conjugate. But, from
Eqs.~27! and ~28!,

~pinc2psc!~r ,0!5r0c0
2ka /k0 ,

and, from Eqs.~21! and ~47!,

vsc~r ,0!"k5S 2

p D 1/2c0
2k0

nka
S 12

ika
2n

v DR2 (
m50

`

b0m~2m13/2!

3E
0

` J2m13/2~kR!

~kR!1/2 J0~kr !dk. ~50!

The r integral in the expression forPa is simple and then the
identity

E
0

` J2m13/2~u!

u3/2 J1~u!du5S 2

p D 1/21

3
dm0

shows that

Pa5
r0c0

4k0
2

nukau2
R3RF S 11

i ~ka* !2n

v Db00* G
5

vr0c0
2R3

e2

k0
2

ukau2
RF S 12

ika
2e

k0
2 Db00G . ~51!

B. Pressure at infinity

The scattered pressurepsc, is given, from Eqs.~13!,
~16!, and~47!, by

psc/r0c0
25P0~r ,z!

52sgn~z!S ka
21

iv

n DR2
ka

k0
E

0

`S 2

pkRD 1/2 1

K~k!

3 (
m50

`

b0m~2m13/2!J2m13/2~kR!

3e2~k22ka
2
!1/2uzuJ0~kr !dk. ~52!

To obtain a far-field evaluation of the scattered pressure as
z→2` and r→`, we first express the Bessel function
J0(kr) as a Fourier sine transform in the form

J0~kr !5
2

p E
r

` sinks

~s22r 2!1/2ds5
1

p i Er

` eiks2e2 iks

~s22r 2!1/2 ds.

SinceK(k) is an even function ofk andJm13/2(kR)/(kR)1/2

is an odd function ofk, the semi-infinite integral in Eq.~52!
can then be transformed into the double integral
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p`

r0c0
25S ka

21
iv

n DR2
ka

k0
E

r

` ds

p i ~s22r 2!1/2 E
2`

`

dk

3S 2

pkRD 1/2 1

K~k! (
m50

`

b0m~2m13/2!

3J2m13/2~kR!e~k22ka
2
!1/2zeiks. ~53!

If we set

z52Az21s2 sinu, s5Az21s2 cosu,

k5ka cos~u1 i t !, 2`,t,`,

then the exponential in the integrand of Eq.~53! becomes

e~k22ka
2
!1/2zeiks5eika

Az21s2 cosht,

so that the exponent has a stationary point att50 or, equiva-
lently, k5ka cosu. As described in Ref. 14, the equationk
5ka cos(u1it) defines a hyperbola in the complexk plane,
and the stationary pointt50 lies at the vertex of the hyper-
bola.

A stationary phase evaluation15 of the inner integral in
Eq. ~53! is now applied. Since the stationary value,k
5ka cosu, of k is of orderk0 andk0R!1 is of interest here,
the m50 term and the small argument approximation

S 2

pkRD 1/2

J3/2~kR!'
3kR

3p

suffice. Equation~53! becomes

p`

r0c0
25S ka

21
iv

n DR2
ka

k0

3b00

2 E
r

` ds

p i ~s22r 2!1/2

3
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2, Eq. ~20! shows that K(ka cosu)

'2ika sinu. Settings25r 21u2(z21r 2), we have

p`

r0c0
25S ka

01
iv

n DR3
ka

k0

b00

p i
A2p

ka
eip/4

1

~z21r 2!1/4

3E
2`

` eika
Az21r 2A11u2

2~11u2!3/4 du. ~54!

A stationary phase evaluation of the integral in Eq.~54! now
gives
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Equation~55! can also be written as
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is the mass flow rate through the hole, evaluated from Eq.
~50!. Formula ~56! displays radiation into a half-space in
accordance with Pierce’s discussion of flux from a circular
aperture in a wall.16 The factorka

2/k0
2 is seen to be appropri-

ate by writing vsc5¹fsc1¹ÃCsc, whence psc/r0c0
2

5 ika
2fsc/v whereas the inviscid case hasp/r0c0

2

5 ik0
2f/v.

C. Viscous dissipation

A measure of the viscous dissipation associated with dif-
fraction through the circular aperture can be obtained by
comparing the power transmission through the aperture with
the power transmission corresponding to the far-field pres-
surep` . The power transmissionPa through the aperture is
given by Eq.~51!. The far-field power transmission is ob-
tained by integrating the fluxJ in Eq. ~49! over the surface of
a large hemisphere in the regionz,0, centered at the origin.
If the acoustic field far from the aperture is assumed to be
inviscid, then the far-field power transmissionP` is given in
terms of the far-field pressurep` in Eq. ~54! by16
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. ~57!

Following Salikuddin and Brown,17 we define the di-
mensionless power absorptioncT as

cT510 log10

P`

Pa
~dB!.

Using Eqs.~51! and ~57!, the power absorption becomes
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~58!

For an inviscid and therefore nondissipative diffraction
analysis, the power absorptioncT is identically zero, as we
have verified using the inviscid results that are derived from
the solution of Eq.~45!. For the viscous diffraction analysis,
the power aborption depends on the dimensionless aperture
radius k0R and the dimensionless viscosity parametere
5Avn/c0

2.
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D. The small aperture limit

In general, the coefficientsb0m must be evaluated nu-
merically from the system of linear equations~48!. However,
whenR is small compared to the viscous length (n/v)1/2, the
flow through the aperture, having the length scaleR, is seen
from Eqs.~11! and ~12! to be essentially Stokes flow. It is
then useful to setu5(v/n)1/2Rh in the integrals in Eq.~48!,
which thus become
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Evidently, the coefficients$b0m% now depend weakly on
ka

2n/v.e2, with
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because the matrix with elements

E
0

` J2m13/2~u!J2l 13/2~u!

u3 du

is tridiagonal.

V. NUMERICAL RESULTS

Numerical results for the case of normal incidence are
obtained by truncating the set of linear equations~48! at a
finite valueN of l andm. The truncation limitN is increased
until the coefficientsb0l become negligibly small with in-
creasingl. It is found that the required value ofN increases
with increasing values of the aperture radiusR and with de-
creasing values of the viscosity parametere5Avn/c0

2. For

large R and smalle, the viscous effects are confined to a
small boundary layer near the edge of the aperture, and the
modal summations~13! require several terms in order to re-
solve the velocity and pressure fields in this boundary layer.

Figure 2 shows the magnitude of the dimensionless fluid
velocity componentvsc(r ,0)•k/c0 , given by Eq.~50!, in the
aperture as a function of the dimensionless radial coordinate
r /R. Note that the incident velocity field in this linear prob-
lem is also normalized byc0 . The radius of the aperture is
chosen ask0R52p, so that the aperture diameter is equal to
two wavelengths of the incident plane wave. Results are dis-
played for three nonzero values of the viscosity parametere
and for the inviscid casee50. A nonzero value of the vis-
cosity parametere eliminates the inviscid singularity at the
edger 5R. For small values ofe, viscous effects are con-
fined to a narrow boundary layer near the edge. Fore@1,
viscous effects dominate in the aperture, and the velocity
distribution becomes that of quasistatic incompressible vis-
cous flow through a circular aperture.18 This result may be
interpreted by noting thatk0R5(v/c0)R52p corresponds
to e5Avn/c0

25A2p/ARc0 /n, so thate@1 corresponds to
small values of the Reynolds numberRc0 /n.

In Fig. 3 we show the dimensionless power absorption
cT as a function of the dimensionless aperture radiusk0R.
The solid curves are the results given by Eq.~58! for three
different values ofe. The power absorption increases rapidly
with decreasing aperture size and with increasing values ofe.

Figure 3 also contains measured values of the power
absorptioncT taken from Ref. 9. The aperture in the experi-
mental configuration of Ref. 9 is a circular opening in the
end plate of a circular tube. The aperture radius is about
one-tenth of the tube radius; we take this to be a reasonable
experimental realization of the theoretical model of a circular
aperture in an infinite screen. A broadband pulsed plane
wave in the tube is generated by a spark source far upstream
from the aperture. A pressure transducer in the tube is used to
measure the amplitudes of the incident pulse and the pulse

FIG. 2. Magnitude of dimensionless normal velocity
componentvz /c0 in aperture as a function of dimen-
sionless radiusr /R for k0R52p.
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reflected from the tube end plate, and the power transmission
through the aperture is computed by considering the differ-
ence between the incident energy flux and the reflected en-
ergy flux. The far-field power transmission is measured by an
array of microphones outside the tube. Frequency domain
data are obtained by spectral processing of time domain mea-
surements. The experimental power absorption generally in-
creases as the amplitude of the incident pressure is increased.
The incident amplitudes in Fig. 3 are all high enough to
induce nonlinear vortex formation in the orifice; flow visual-
ization images of the vortex formation and development are
given in Ref. 9.

VI. CONCLUSIONS

For a frequency ofv51000 rad/s in air, the value ofe
5Avn/c0

2 is approximately 1024. The results in Fig. 3 thus
imply that the theoretical linear dissipation in air at normal
acoustic frequencies is small compared to the dissipation
produced by the high amplitude nonlinear effects. However,
Fig. 3 also shows that linear dissipation becomes comparable
to the measured experimental values fore'1023 and k0R
'0.1. For ultrasonic devices that operate at low amplitude
levels, the linear viscous effects considered here may repre-
sent a significant dissipation mechanism.

Although the analysis in Secs. II and III is valid for
arbitrary angle of incidence, we have focused on numerical
results for the case of normal incidence, where the relatively
simple results for power absorption can be compared with
experiment. Viscous effects associated specifically with tan-
gential or grazing flow are distinct and interesting phenom-
ena that will be considered in a subsequent paper on the
complementary problem of viscous diffraction by a circular
disk.
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The present work deals with an experimental investigation of flow of air through a square-edged
circular orifice at the downstream end of a circular duct. Self-excited acoustic oscillations at the
natural duct modes are observed for certain flow velocities when the orifice is sufficiently thick. For
a specific Reynolds number based on the orifice diameter and the mean jet velocity (9150,Re
,9850), the jet forks into two trains, with the alternating vortices falling into the same branch of
the forked train. Whereas this phenomenon has been reported earlier to have occurred when the
density ratio of the jet is less than 0.72, the present results show that it is possible for a jet having
the same density as the ambient atmosphere. The jet forking is coincident with jump in the acoustic
frequency from one natural acoustic mode to another with comparable amplitudes of both the
modes. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1573636#

PACS numbers: 43.28.Ra, 43.50.Ed@MSH#

I. INTRODUCTION

The subject of the present work is the flow of air through
a square-edged circular orifice of finite thickness at the end
of a circular duct. Audible, sharp tones, referred to as pipe
tone, are excited under certain flow and geometric conditions
in this case. Pipe tones are not produced outside a critical
range of thickness of the orifice for a range of mean flow
velocity in the duct. The excited tones also jump from one
mode to the other as the flow velocity is varied over a wide
range for a given geometry.

The occurrence of these tones has been attributed to the
formation and periodic shedding of vortices and their inter-
action with the duct resonance system.1 Anderson1–5 studied
this problem extensively, and attributed the excitation of au-
dible tones to periodic fluctuations in the jet cross-sectional
area at the orifice.

Audible tones are excited even in the absence of the
duct; this phenomenon is referred to as jet tone.4 It is be-
lieved that the mechanism that causes the jet tone is basically
the same as the one that causes the pipe tone. The difference
lies in the fact that the resonance column of the pipe influ-
ences the jet tone to change its frequency. It is hypothesized
that the vortex shedding is influenced by the duct acoustics
in such a way that a rolled up vortex sheds at the time when
the acoustic velocity changes direction against the mean
flow, as shown in the studies on pipe side branch tone.6 In
general, it is found that the pipe tone occurs more readily and
over a larger range of flow conditions than the jet tone.

The low frequency aeroacoustic response of orifices has
recently been predicted theoretically with consideration of
the Mach number dependence of the vena contracta, in terms
of the scattering matrix connecting the acoustic pressure am-
plitudes on either side of the orifice, which is treated as a
discontinuity.7 However, the region of sound production lies
across the thickness of the orifice. Howe points out that axi-
symmetric disturbances are generated at the upstream edge
of the orifice, which produce sound by the diffraction of the
near-field pressure distribution at the downstream edge.8 A
number of other recent investigations related to sound pro-

duction involving vortex shedding or vorticity fluctuations
have been reported in the context of gas flows in pipe sys-
tems with closed side branches,9 vortex-nozzle interactions,10

and sharp edged open channel ends.11 In these works, the
vortex shedding behavior or vorticity variation has been
simulated by means of point vortex method, a single panel
method, or the vortex blob method in the two-dimensional
potential flow framework in order to retain the simplicity in
the analysis, and the Powell–Howe approach12–14 has been
adopted to predict the acoustic power generated. This re-
quires a good physical understanding of the nature of vortic-
ity fluctuation under conditions that excite high amplitude
sound.

In the case of the problem considered here, the response
of the shear layer originating from the separation point at the
upstream edge of the orifice to the self-excited oscillations
governs the sound production, and is being optically investi-
gated at this laboratory. However, as a result of this behavior,
the near-field vortex roll-up in the free jet just downstream of
the orifice is altered by the self-excitation of high amplitude
acoustic oscillations in the duct. The vortex roll-up behavior
is almost symptomatic of the acoustic excitation inside the
duct. The focus of the present paper, specifically, is the phe-
nomenon of jet forking into two trains of vortices at a certain
flow Reynolds number coincident with transition of the ex-
cited acoustic oscillations from one mode to the other. This
has indeed been reported by Anderson,5 but without any
time-resolved visualization and correlation with the acoustic
characteristics of the pipe tone. A similar behavior is re-
ported in the absence of duct acoustic resonance with a he-
lium jet issuing out of a nozzle into air.15,16 This is accom-
panied by self-excitation of jet tone. Such a phenomenon is
reported to be observed only for a density ratio of the jet to
the ambient less than 0.72. The present work demonstrates
that when pipe tones are excited, it is possible to observe jet
forking when the density ratio is unity.

II. EXPERIMENTAL METHOD

A schematic of the experimental setup used in the
present study is shown in Fig. 1. It consists of a test section,
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which is a circular duct (internal diameter550 mm, length
5600 mm) made of mild steel. The orifice had an internal
diameter of 10 mm and a thickness of 5 mm. The test section
is connected to the air line through an acoustic decoupler
with an internal diameter of 300 mm and a length of 270
mm. The decoupler damps out the upstream flow distur-
bances and acts as an open end for the acoustic oscillations
in the duct. One end of the test section is connected to the
decoupler and the other end is open to the atmosphere.

The acoustic field in the duct was measured using a
piezo-electric transducer~PCB make, model no. 103A12!
with a sensitivity of 539 mV/psi~0.08 mV/Pa!. The trans-
ducer was mounted flush with the wall at a distance of 50
mm upstream of the orifice in the duct. The signals sensed by
the PCB transducer could be amplified up to 100 times by a
PCB signal conditioner~model no. 441A101!. Rotameters
with an accuracy of 2% of the full scale were used for vol-

ume flow rate measurements. The mean jet velocity at the
orifice plane was obtained as the measured volume flow rate
measurements divided by the orifice area. The Reynolds
number was calculated using the mean jet velocity and the
orifice diameter.

Data was acquired on a computer through a software-
driven analog-to-digital converter card. Fast Fourier trans-
form ~FFT! of the signal was performed to determine the
frequency component. In the present work, data was acquired
at a sampling frequency of 100 kHz for 0.25 s, with a fre-
quency resolution of 4 Hz.

Instantaneous Mie scattering17 images of the air jet were
acquired using a digital CCD camera with a 12-bit resolu-
tion. The jet was seeded by oil droplets generated by an

FIG. 1. Schematic of the experimental setup.

FIG. 2. The variation of the dominant acoustic frequency and the corre-
sponding pressure amplitude with Reynolds number.

FIG. 3. Planar Mie scattering image of air jet~a! with forking, jet Reynolds number59500; ~b! typical jet, jet Reynolds number55700.
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aerosol generator with Laskin nozzles.18 Olive oil was used
in the aerosol generator. Droplet sizes less than 1mm could
be achieved with this aerosol generator.18 An Nd:YAG
pulsed laser with a second harmonic generator (wavelength
5532 nm) was used to create an instantaneous~6 ns! light
sheet for illumination.

III. RESULTS AND DISCUSSION

Figure 2 shows the variation of the dominant acoustic
frequency and the corresponding amplitude with the mean jet
velocity. As mentioned earlier, the frequency shows a step-
like variation with abrupt jumps from one duct mode to the
next higher mode. The variation in frequency is similar to the
one reported in an earlier paper.1 The amplitude distribution
shows a peak value for any given duct mode. The values are
lower during the jump.

For a Reynolds number between 9150 and 9850 the jet
issuing out of the orifice is atypical. The jet splits up into two
distinct circular vortex trains that make a considerable angle
in excess of 60° with each other, with the alternate vortices
falling into the same branch of the forked train. This condi-
tion is marked in Fig. 2, and condition corresponding to a
typical jet for which flow visualization is presented below is
also indicated in the figure for comparison. Mie scattering
images in planes along and across the jet at this Reynolds
number are shown in Fig. 3~a!. A typical air jet in the ab-
sence of forking but with self-excitation of relatively loud
acoustic pressure amplitude~80 Pa! is shown in Fig. 3~b! for
comparison. The cross-sectional images in Fig. 3~a! show the
rotation of the forked train about the duct axis. Anderson
hypothesizes the occurrence of this phenomenon without the
support of instantaneous visualization.5 In the present experi-
ments, the acoustic pressure signal shows the presence of
two frequencies of comparable amplitude under these condi-
tions ~see Fig. 4!. The splitting of the jet occurs during the
shift in frequency from one mode to the next higher mode.
However, forking does not occur for all such mode shifts. As
mentioned earlier, the self-excitation of jet tone has been
previously observed to be accompanied by a similar behavior
for a jet density ratio of less than 0.72.15,16

The present results indicate that the density ratio is not
the only parameter for such a behavior. The excitation of
sound near the orifice due to duct resonance could be the
cause of this phenomenon. In the present case, the mecha-
nism of self-excitation could be due to the periodic oscilla-
tions of the vena contracta1 associated with the shedding of
vortices. The density ratio of the jet appears to have a sec-
ondary role on the process of excitation. A similar phenom-
enon of blooming has been reported in the presence of ex-
ternal excitation.19 Combined axial and azimuthal external
excitation of a jet issued into a quiescent flow produced
blooming vortex interactions. The vortex rings, generated
one after the other in a short time, travels along the jet axis
and then separates. However, in the phenomena reported in
the current work, the vortex rings fork into two rotating
trains right at the jet exit, and the acoustic oscillations are
self-excited.
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The shallow water acoustic communication channel is characterized by strong signal degradation
caused by multipath propagation and high spatial and temporal variability of the channel conditions.
At the receiver, multipath propagation causes intersymbol interference and is considered the most
important of the channel distortions. This paper examines the application of time-reversal acoustic
~TRA! arrays, i.e., phase-conjugated arrays~PCAs!, that generate a spatio-temporal focus of
acoustic energy at the receiver location, eliminating distortions introduced by channel propagation.
This technique is self-adaptive and automatically compensates for environmental effects and array
imperfections without the need to explicitly characterize the environment. An attempt is made to
characterize the influences of a PCA design on its focusing properties with particular attention given
to applications in noncoherent underwater acoustic communication systems. Due to the PCA spatial
diversity focusing properties, PC arrays may have an important role in an acoustic local area
network. Each array is able to simultaneously transmit different messages that will focus only at the
destination receiver node.@DOI: 10.1121/1.1570831#

PACS numbers: 43.30.Bp@SAC-B#

I. INTRODUCTION

Traditionally, applications for underwater acoustic
~UWA! communication systems were almost exclusively
military. In the last 10 years there has been a growing need
for UWA communication systems for commercial applica-
tions. As a consequence, an increase in research and devel-
opment of UWA communication systems has occurred. Ap-
plications that have received much attention lately are secure
military communications, pollution monitoring, and remote
control in off-shore oil industry and video telemetry, to name
a few. Many of the applications being developed are now
calling for near real-time communication with submarines
and remotely operated vehicles. As the UWA communica-
tions channel has limited bandwidth available, the bandwidth
efficiency becomes an important issue for a UWA communi-
cation system. There have been several excellent reviews of
recent advances in underwater communications and telem-
etry presented by Baggeroer~1984!, Catipovic ~1990!,
Coateset al. ~1993!, and Stojanovic~1996!.

The shallow water acoustic communication channel is
characterized by strong signal degradation caused by multi-
path propagation and high spatial and temporal variability of
the channel conditions. In any underwater acoustic environ-
ment there is limited bandwidth available due to transmis-
sion loss which increases with both frequency and range.
This is a major constraint in underwater communication sys-
tems design. The most important of the difficulties encoun-
tered in shallow water acoustics digital communications is
considered to be the time-varying multipath propagation.
This leads to a requirement for powerful and reliable receiver
algorithms for signal processing in shallow water environ-
ments. In recent years there has been a large effort made in

the design of techniques and algorithms to overcome this
problem.

In a digital communication system, multipath propaga-
tion causes intersymbol interference~ISI!. As an example, in
a medium-range, 6-km-long, shallow water~200 m! channel,
a typical value for multipath delay spread is 30 ms. If the
communication system is signaling at 1 kilosymbol per sec-
ond, the ISI will extend over 30 symbols, making it difficult
for a receiver to recover the original message.

In shallow water regions, multipath is primarily due to
reflections at the surface and bottom of the channel but can
also be caused by refracted paths under certain environmen-
tal conditions. The multipath structure depends on the chan-
nel geometry, sound speed structure, frequency of transmit-
ted signals, and on the source and receiver locations. On a
small time scale, the most important contribution to channel
variability is surface scattering due to waves producing time-
varying multipaths. On a larger time scale, channel variations
are due to a variety of effects including internal waves, tem-
perature gradients, and currents in the sound speed profile.
The temporal variability is also frequency dependent.

The ISI and strong phase fluctuations caused by multi-
path propagation and temporal channel variability have in
the past led to system designs based exclusively on nonco-
herent detection methods. These systems have poor spectral
efficiency and low signaling rates and are still in use when
robustness is the principal requirement in system design. To
treat the ISI problem, these systems insert delay times be-
tween consecutive pulses to ensure that all the reverberation
and multipath structure will vanish before each subsequent
pulse is received~Stojanovic, 1996!. This can significantly
reduce the available data throughput.

In recent years, the feasibility of bandwidth-efficient
phase-coherent modulation techniques for UWA communica-
tions has been proven~Stojanovicet al., 1993, 1994, 1995!.a!Electronic mail: kbsmith@nps.navy.mil
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Several systems have been proposed and implemented using
differential and purely coherent detection methods, thereby
increasing the data throughput. However, these systems must
still treat ISI in the received signal and be able to track any
phase variations due to changing channel conditions. Typi-
cally these systems employ either some form of array pro-
cessing, for exploitation of spatial diversity, or equalization
or a combination of both.

Array processing at both the source and receiver end
have been used for multipath suppression. Coates~1993! and
Galvin and Coates~1994! describe an approach that uses
transmitter arrays to excite only a single path of propagation.
However, long arrays are required and small errors in posi-
tioning can degrade performance. In general, this technique
was found to be more effective at shorter ranges.

Another approach~Howe et al., 1994; Tarbit et al.,
1994; Hendersonet al., 1994! is based on adaptive beam-
forming at the receiver end. It uses a least mean squares
~LMS! type of algorithm to adaptively steer nulls in the di-
rection of the surface reflected wave. Naturally, as the mul-
tipath structure increases in range, it was found to decrease
in performance as the range increases in relation to depth
~Tarbit et al., 1994!. In order to enhance the performance of
the beamformer, an equalizer was proposed by Howeet al.
~1994! of a decision-feedback type. This system operates un-
der a LMS algorithm with low computational requirements,
allowing real-time adaptation at the symbol rate.

A different approach based on purely phase-coherent de-
tection methods is described by Stojanovicet al. ~1993,
1994, 1995!. These methods attempt to counter the effect of
phase variations and ISI by combining joint synchronization
and equalization. It incorporates spatial signal processing
based on combining diversity and a fractionally spaced
decision-feedback equalization with a recursive least squares
~RLS! algorithm.

From the previous examples of communication systems,
it is obvious that complex systems and high computational
requirements are needed to handle channel distortion and ISI
encountered in the underwater acoustic channel. Such sys-
tems can exceed the speeds of available hardware. At high
symbol rates, the long ISI requires large adaptive filters,
therefore increasing the computational complexity.

The aim of the present paper is to provide an original
and relatively simple algorithm to overcome the ISI problem
in a shallow water channel. This solution is not based on
sophisticated processing algorithms but is equivalent to
matched field processing with the filter matched to the im-
pulse response of the ocean. The low computational load
required in this technique is due to the fact that it uses the
ocean itself as the matched filter for the acoustic propagation
between source and receiver. By using rather simple signal
processing at the transmitter~suitable for real-time imple-
mentation! the multipath structure at the receiver end is vir-
tually absent, allowing a reduced-complexity receiver struc-
ture.

This technique uses time-reversal acoustic~TRA! arrays
to generate a spatio-temporal focus of acoustic energy at the
receiver location, eliminating~or greatly reducing! distor-
tions introduced by channel propagation. The application of

TRA to the underwater communications problem has previ-
ously been suggested by Jackson and Dowling~1992! and
Kupermanet al. ~1998!. The first known application of TRA
which developed a signaling scheme for communication pur-
poses was introduced by Abranteset al. ~1999!. This paper
provides the details of much of that work.

The analysis presented here is based purely on numeri-
cal modeling results. The numerical model used throughout
is the Monterey–Miami Parabolic Equation~MMPE! acous-
tic propagation model~Smith, 2001!, an upgraded version of
the University of Miami Parabolic Equation~UMPE! model
~Smith and Tappert, 1994!. Both versions are available freely
on the web at http://oalib.njit.edu/pe.html.

It should be noted that experimental work has been
performed which confirms the usefulness of this approach
~Heinemann, 2000!. The results from that work are presented
in a companion article. Additional numerical and experimen-
tal work are on-going in the development of more sophisti-
cated signaling techniques.

The remainder of this paper is organized as follows.
Section II presents a brief overview of time-reversal acous-
tics theory. In particular it analyzes the case of time-reversal
acoustics in a range-independent channel and a more general
static range-dependent channel. In these ideal situations,
closed-form solutions for the field at the focus have previ-
ously been developed, and some focusing properties can be
inferred and may be extrapolated for more general environ-
ments. In Sec. III the focusing properties of the time-reversal
array are studied through MMPE numerical simulations. It
shows how the time-reversal array focusing properties
change when the array operates at different carrier frequen-
cies, and when the array length or the array element spacing
is altered. Also presented are the frequency characterization
of the channel and examples of how range shifting of the
focus location can be attained. Section IV describes applica-
tions of time-reversal arrays to UWA communications and
Sec. V presents a summary of conclusions and identifies
some aspects of TRA communications modeling requiring
further research.

II. THEORETICAL BACKGROUND AND NUMERICAL
EXAMINATIONS

Much of the theoretical development on the phenom-
enon of time-reversal acoustics has been presented by Jack-
son and Dowling~1991, 1992!, Kupermanet al. ~1998!, and
Songet al. ~1998!. The reader is referred to those papers for
a more thorough treatment of TRA theory. Each of these
previous papers has presented numerical simulations exam-
ining various features of the time-reversed field at the posi-
tion of the focus, including the design of the array. In this
section, we shall present specific examples of the focusing
properties for our simulated environment and the effects of
various array geometries and the implications for communi-
cations.

For simplicity, consider a waveguide with pressure-
release surface and rigid bottom as depicted in Fig. 1 where
the axis fromo8 to o will be the reference axis for propaga-
tion from the receiver array to the source. From the axis
location in Fig. 1 the coordinates are related byz85z and
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r 85R2r . In this environment the frequency-domain wave
equation, or Helmholtz equation, for a range-independent
waveguide can be written as~e.g., Jensenet al., 1994!

@¹21k2~z!#G~r ,zuzs ,v!52d~r !d~z2zs!, ~1!

wherek(z)5v/c(z) is the acoustic wavenumber for a wave-
guide with sound speedc(z), v denotes the angular fre-
quency, and G(r ,zuzs ,v) is the frequency-dependent
Green’s function in cylindrical coordinates at location~r,z!
due to a point source located at ranger 50 and depthz
5zs . Note that the depthz is taken positive downward.

From a linear systems theory point of view, the Green’s
functionG(r ,zuzs ,v) represents the ocean impulse response
between a point source located at ranger 50 and depthz
5zs and a point receiver at location~r,z!. It can easily be
shown ~e.g., Jensenet al., 1994! that G(r ,zuzs ,v) satisfies
the principle of reciprocity,

r~rYs!G~rY j urYs ,v!5r~rY j !G~rYsurY j ,v!, ~2!

where rYs represents the position of a point source andrY j

indicates the position of a point receiver, i.e., thej th element
of the array. Since the density is nearly constant throughout
the ocean, this leads to reciprocity of the acoustic field itself.
The reciprocity theorem plays a fundamental role in time-
reversal acoustics because it implies that the field from an
array element propagates to the source location in a recipro-
cal way as the field from the source to the array element. It is
important to note, however, that ‘‘time-reversal’’ only applies
to the manipulation of the signal at the time-reversal array
elements, and does not imply a reversibility of the propaga-
tion itself. This differentiates reciprocity from reversibility.
Hence, higher losses incurred along some paths more than
others will not be undone via a time-reversal approach.

If a source at positionr 50, z5zs transmits a pulses(t),
the j th element of the PCA a distancer 5R away records the
time-domain signalp(R,zj ,t). The total field back at the
original source location, (r 850,zs), is given by the superpo-
sition of the field produced by each individual array element,
which in the time-domain is given by~Kuperman et al.,
1998!

pTRA~0,zs ,t !5
1

~2p!2 E S (
j 51

J F E gt81t9~R,zj uzs ,v!

3gt8~R,zsuzj ,v! dt8Gs~ t92t1T!D dt9,

~3!

wheregt81t9(R,zj uzs) andgt8(R,zsuzj ) are the time-domain
representations of the Green’s function. Note that in a time-
invariant environment, reciprocity states that these are iden-
tical.

The following observations have been made about Eq.
~3! ~Kupermanet al., 1998!:

~i! The integral overt8 defines the autocorrelation of the
Green’s function between the source and thej th ele-
ment of the PCA. This operation is equivalent to a
matched-filter which compresses the time elongation
due to multipaths, forming a temporal focus.

~ii ! The sum over the array elements is a form of spatial
matched filtering, forming a spatial focus.

~iii ! The sidelobes of the matched filters for each array
element tend to cancel with the sum over the array
elements. This is also analogous to broadband
matched-field processing results~Brienzo and
Hodgkiss, 1993! which further improves temporal fo-
cusing.

~iv! The integral overt9 is a convolution of each matched-
filtered response with the delayed and time-reversed
transmitted pulse. Thus, a slightly degraded and time-
reversed version of the original signal is received.

Although the numerical solutions presented in this paper
are generated by a parabolic equation model, it is useful in
the discussion to consider the field in the context of normal
modes. The solutions are then defined in terms of depth-
dependent eigenfunctions, or normal modes, and range-
dependent Hankel functions. In the frequency domain, Ku-
permanet al. ~1998! have shown that a modal decomposition
of the time-reversed field in a range-independent environ-
ment is given by

PTRA~0,zs ,v!>
S* ~v!eivT

8pRK (
m

Cm~z!Cm~zs!

r~zs!

5
S* ~v!eivT

8pRK
d~z2zs!, ~4!

whereS(v) is the Fourier representation of the initial trans-
mitted signals(t), Cm(z) are the depth-separated normal
modes of the waveguide,K is a typical horizontal wavenum-
ber component of the propagating modes,r(zs) is the den-
sity at the original source location, andd(z2zs) is the Dirac
delta function centered at the source location.

This equation shows the vertical focusing performed by
the PCA at the range of the original source location due to
the closure property of the modes. If the array has only a few
elements and cannot properly sample the propagating modes,
one can conclude that this focusing will be degraded. As will

FIG. 1. Waveguide geometry.
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be confirmed in this paper, numerical simulations indicate
that even with a small array aperture, a good quality of tem-
poral focus can still be achieved.

If the environment were range dependent, Kuperman
et al. ~1998! have shown that the time-reversed pressure field
satisfies a similar expression. Furthermore, they point out
that the focus is independent of the exact nature of the range-
independent environment between the source and the PCA.
The focus depends only on the local properties of the water
column and the sea floor. Therefore, this suggests that, ne-
glecting absorption losses and cylindrical spreading, the fo-
cus pattern is independent of the distance between the source
and the array. Thus all the general features of a communica-
tion scheme based on time-reversal acoustics discussed in
this paper should also exist in more general, range-dependent
environments.

One should bear in mind, however, that losses due to
absorption and scattering are expected to cause attenuation
of higher-order modes. As a consequence, the focus is ex-
pected to become more blurry than that in the previous ideal
lossless situation. Furthermore, as the distance between the
array and the focus increases, the focus becomes blurrier due
to the strong range and mode number dependence of attenu-
ation. Such influences will not be specifically treated in this
analysis.

Figures 2–4 present numerical modeling results of
acoustic pulse propagation from the source to the time-
reversal array~forward propagation! and the propagation
from the time-reversal array to the source~backward propa-
gation!. Figure 2 illustrates single pulse propagation from a
source located 150 m deep at the origin to a vertical array 6
km away. This pulse has a carrier frequency of 800 Hz and
its spectrum spans over 100 Hz with a23 dB bandwidth of
36.6 Hz. The complete description of this range-independent
channel can be found in Sec. III. Figure 3 illustrates the
transmitted signal and the multipath arrival structure of the

recorded signal by the 150-m-deep array element. Figure 4
represents four snap-shots of the wavefield propagation from
the PCA to the source. The spatial focusing at the source
location is clearly observable in the lower left panel. Due to
the time-reversal transformation at the PCA, the received
signal has the time-reversed signature of the signal which
was transmitted originally. Similar simulations examining
the spatial structure of the focus region have previously been
performed by Kupermanet al. ~1998! and Songet al. ~1998!.

As stated earlier, this phase-conjugation process takes
advantage of spatial reciprocity which is a property of wave
propagation in a medium with stable refractive index. In gen-
eral, reciprocity requires a static environment. TRA focusing
requires spatial reciprocity in order to construct the exact

FIG. 2. Single pulse propagation in a
shallow water channel.

FIG. 3. Transmitted signal from point source 150 m deep~upper panel! and
received signal on a single array element at range 6 km and depth 150 m
~lower panel!.
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time-reversed wavefield that will focus at the original source
location. In this way, all the PCA elements transmit back to
the source in a reciprocal fashion, and the time-reversed
wavefield will have the multipath structure undone at the
source location.

Since the PCA only ‘‘learns’’ the medium structure that
is imprinted in the incoming signal at the instant of its recep-
tion, it cannot compensate for refractive fluctuations that oc-
cur after reception of the signal, decreasing the focusing
properties of the PCA. Also, if the environment or its bound-
aries change~due to surface waves, internal waves, tempera-
ture gradients, receiver or PCA motion, etc.!, reciprocity is
violated and the focusing properties of the PCA are de-
graded. To accommodate for temporal changes in the chan-
nel, the PCA may need to update the transfer function of the
environment with some periodicity that depends on how fast
environmental changes affect the focusing properties. Such
dynamic interactions would have to be considered in the de-
velopment of any general communications link.

III. ENVIRONMENTAL INFLUENCES IN
TIME-REVERSAL ACOUSTICS

The purpose of the analysis presented here is to examine
the features of the focus in the context of a communications
algorithm and the influence of variations in the signal and
PCA. During the TRA examination process that led to this
paper, several other environments were considered. In all
these environments it was observed that the PCA has similar
focusing properties as the ones described for the UWA chan-
nel considered in this section. For conciseness, only the en-
vironment described here will be examined because it is the
most realistic of the cases considered. The other UWA chan-
nels that were considered include channels with different
sound speed structures and different range-independent as
well as range-dependent bathymetric features.

Roux and Fink~2000! performed similar analysis of the
influence of combined array aperture and element spacing
parameters on the extent of the focus in depth. Their work
employed a ray-based model in a Pekeris waveguide. While
some of these results are consistent with their findings, this
analysis separates the influence of array aperture and inter-
element spacing. A full-wave model is also employed here in
an environment with a typical shallow water refractive pro-
file. In addition, the vertical, horizontal, and temporal focus-
ing are examined simultaneously as array parameters are
modified.

A. Environmental characterization

The UWA environment used throughout this paper to
study the usefulness of TRA in underwater communications
is presented in Fig. 5. This UWA channel is range indepen-

FIG. 4. Time-reversed propagation
from the PCA. Note focus appears at
original source location, range 6 km,
depth 150 m.

FIG. 5. UWA channel profile.

3099J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Smith et al.: Time-reversal acoustics in shallow water



dent in the sound speed profile, bottom bathymetry, and bot-
tom acoustic properties. As depicted in Fig. 5, the source is
located at a range of 0 m and a depth of 150 m, and the
vertical PC array is located 6 km from the source. Through-
out this section several array configurations will be used. In
some cases the PC array may have different element spacing,
in other cases it has different lengths and in some cases it can
span the entire water column. In each instance, the issue to
be considered is the impact on communications.

Figure 5 also shows the sound speed profile and the
bottom characteristics. This environment has an upward re-
fracting sound speed profile from a depth of 0 to 50 m. From
50 m to the bottom at 200 m, the UWA channel exhibits a
sound speed profile similar to a typical shallow ocean sound
speed structure with the sound axis located at 150 m in
depth. The bottom has compressional attenuation of 0.1 dB/
m/kHz, a sound speed gradient of 1 s21, and a density of
1.5 g/cm3.

B. Transmitted signal envelope

In most of the TRA numerical simulations presented in
this paper, the transmitted pulse has a carrier frequency of
800 Hz. The exceptions are in Sec. III D where carrier fre-
quencies of 400 and 1200 Hz are also considered. In each
case, the transmitted pulse has a bandwidth of 100 Hz with a
23-dB effective bandwidth of 36.6 Hz. The MMPE compu-
tational bandwidth over which the solutions of the PE field
functions are computed includes the full 100 Hz. The enve-
lope characterization of the transmitted pulse is given in Fig.
6. The spectrum of the transmitted pulse envelope is given
by the coefficients of a Hanning window~Proakis and Mano-
lakis, 1996!. Therefore, the lower panel in Fig. 6 represents a
Hanning window~in dB units! that spans 100 Hz in fre-
quency. The time domain representation of the corresponding
signal at a carrier frequency of 800 Hz can be found in the
upper panel of Fig. 3. For this signal, the23-dB pulse width
is 14.1 ms.

C. Time-reversal acoustics in a range-independent
environment

For the environment described in Sec. III A, Fig. 7 rep-
resents the magnitude of the ocean response for a time-
harmonic acoustic source at a frequency of 800 Hz in a ver-
tical plane defined by the source and the array elements. The
ocean frequency response at 800 Hz is represented in terms
of transmission loss~dB re 1 m!. The complex multipath
nature of the propagation is evident.

Considering the ocean as a spatial filter, Fig. 7 repre-
sents the forward propagation transfer function at the fre-
quency of 800 Hz. The term ‘‘forward propagation’’ is used
to denote the propagation from the acoustic source. If the
source located at a depth of 150 m transmits a pulse at the
carrier frequency of 800 Hz with a bandwidth of 100 Hz
~23-dB effective bandwidth of 36.6 Hz!, the time arrival
structure at the vertical array may be evaluated by Fourier
synthesis of single frequency~CW! solutions over the band-
width of interest. The time and frequency domain character-
ization of the transmitted pulse was previously described in
Fig. 6.

Figure 8 represents the time arrival structure of the re-
ceived signal envelope at the PCA for the 800-Hz signal with
100-Hz bandwidth. For a given array element, the envelope
of the received signal is given by the corresponding horizon-
tal line at the array element depth. The effects of multipath
propagation are clearly observed in Fig. 8 where any array
element detects several arrivals. From Fig. 8 one can see that
the multipath structure is similar between closely spaced ar-
ray elements. The diversity between array elements can be
exhibited by computing the envelope cross-correlation of the
time arrival structure represented in Fig. 8. The envelope
cross-correlation shown in Fig. 9 was computed with respect
to the envelope received by the array element at a depth of
150 m. With respect to this array element one can observe
that the other array elements become more decorrelated as
the depth difference between array elements increases. In
general, as the distance between array elements increases, the
multipath structure becomes more decorrelated. This spatial
decorrelation between array elements is due to the presence

FIG. 6. Transmitted signal envelope.

FIG. 7. Ocean response at 800 Hz.
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of multipaths and is used in communication systems that
explore the spatial diversity in the water column.

At the PCA, the received signals are time reversed and
transmitted back to the source. Figure 10 represents the
ocean frequency response to the time-reversed acoustic field
transmitted by the PCA evaluated at 800 Hz. The use of term
‘‘backward propagation’’ is meant to describe propagation of
the time-reversed signals from the PCA through the recipro-
cal environment. From this perspective, Fig. 10 represents
the backward propagation ocean frequency response at 800
Hz.

In Fig. 10, the propagation is from the left to the right,
i.e., the PCA is located at range 0 km and spans the entire
water column. In this geometry the original source is located
at a range of 6 km and at a depth of 150 m. As expected, the
phase conjugation of the 800-Hz frequency component and
its consequent propagation through the channel produces a
strong spatial focus at the source location.

As described in the previous section, when utilizing
TRA the ocean itself behaves much like a spatial matched
filter. Due to spatial reciprocity, the only location in space

where this spatial filter is matched to the forward propaga-
tion function is at the source location. Therefore the output
of this spatial filter is maximized at the source location, cre-
ating a strong focusing effect because the source location is
the spatial location where the backward propagation transfer
function matches the forward propagation transfer function.
In other words, at the source location all multipath contribu-
tions will arrive in phase and add constructively, creating the
focusing effect. Using these same arguments, all the other
frequency components of the transmitted pulse will focus at
the source location.

Figure 11 represents the time arrival structure of the
backward propagated pulse (f c5800 Hz,BW5100 Hz) at
the source range and the temporal, vertical, and horizontal
PCA focusing properties. The data displayed corresponds to
the recorded signals of a vertical array of elements that spans
the entire water column at the source range. This temporal
focusing is also a consequence of the matched filter behavior
of the ocean where all frequency components will arrive at
the same time at the same location. Previous analysis of such
focal regions in a different environment has been performed
by Kupermanet al. ~1998! and Songet al. ~1998!.

In this numerical simulation, the PCA spans the entire
water column with an element spacing ofd50.244m and
l/d57.67, approaching the ideal case of a continuous line of
sources. As a consequence, the temporal sidelobes represent
the limiting situation that can be achieved in practice. As will
be confirmed in this section, decreasing the number of array
elements increases the temporal sidelobes.

Also note in Fig. 11 the vertical~along the depth! side-
lobes of the focus. As mentioned in Sec. II, the vertical fo-
cusing is a consequence of the closure property of the propa-
gating modes. Thus, these sidelobes appear in part because
there are higher order modes that decay rapidly in range and
do not propagate in the channel. In addition, some propagat-
ing modes are attenuated differently by the environment.
Thus the focusing extent is dependent on the number of
modes allowed in the channel.

Also displayed in Fig. 11 is the horizontal focusing at
the source depth. This plot is very representative because it

FIG. 8. Time arrival structure at the PCA.

FIG. 9. Envelope cross-correlation across the array elements.

FIG. 10. Backward propagation ocean response at 800 Hz.
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gives the maximum amplitude of the received signal enve-
lope for a given location in range. The main lobe is located at
6 km corresponding to the source range and the23-dB main
lobe width is about 60 m, much larger than the correspond-
ing value along the depth which is 3.3 m.

D. Focusing at different frequencies

In this analysis, three signals with carrier frequencies of
400, 800, and 1200 Hz were used. All these signals have the
same bandwidth of 100 Hz that corresponds to a23-dB
effective bandwidth of 36.6 Hz, the same envelope spectral
shape as described by Fig. 6, and the PC array spans the
entire water column. The temporal, vertical, and horizontal
focusing properties for each signal are displayed in Fig. 12.

As can be seen in Fig. 12, the temporal duration of the
main arrival is identical for any of these test signals. This is
a significant result because it means that use of the same
bandwidth at different carrier frequencies achieves the same
temporal pulse resolution and consequently the same symbol
rates. It appears that the channel frequency response does not
change significantly over the bandwidth of each signal and
therefore the same temporal resolution exists at these differ-
ent carrier frequencies. The temporal sidelobes are below 40
dB and decrease with increasing frequency. This is presum-
ably due to the increase in the number of propagating modes
at higher frequencies. In addition, the focus dimensions~or
‘‘footprint’’ ! are found to decrease with increasing fre-
quency. This is due to a combination of the increase in the
number of propagating modes and the decrease in acoustic
wavelength.

E. Effect of interelement spacing

We now evaluate the influence on the focus due to PC
arrays with different element spacing. Kupermanet al.
~1998! previously examined the influence of reduced aper-
ture and interelement spacing~to be considered next! on the
focal region for their experimental results in the Mediterra-
nean. A numerical analysis is presented here for our
geometry/environment to provide insight into what PCA ge-
ometries may be acceptable for an underwater acoustics sys-
tem.

In this case, the transmitted signal has a carrier fre-
quency of 800 Hz and a bandwidth of 100 Hz. The geometry
of the different PC arrays used in this study is given in Fig.
13 where each array is identified by a number from 1 to 6.
Associated with each PCA are three numbers giving the
number of elements, the distance between consecutive ele-
ments in meters, and the distance between consecutive ele-
ments in terms of carrier wavelengths. Note that PCA no. 1
has the smallest element spacing and that the distance be-
tween array elements doubles between consecutive arrays.

Starting from PCA no. 1 to no. 6, as the element spacing
increases, the array cannot provide enough spatial sampling
of higher-order propagating modes. Thus, the focusing de-
grades as a result of the lack of resolution of higher-order
modes in the field. This change in focus is the result of
removing array elements that are more correlated, i.e., as the
array spacing increases it decreases the correlation between
array elements.

From Fig. 13, one may conclude that the spatial dimen-
sions of the focus do not change significantly for these PCA

FIG. 11. Time arrival structure focus
range. Temporal, vertical, and horizon-
tal PCA focusing properties.
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configurations. Comparing these results to Fig. 11 where the
PCA spans the entire water column one should expect an
increase in temporal sidelobes because the PC arrays in Fig.
13 only span half of the water column, collecting less infor-
mation about the channel conditions. Rather remarkably, in

the worst case situation~PCA no. 6 with only nine elements!,
the temporal sidelobes are 25 dB below the main lobe. As the
number of array elements increases, the temporal sidelobes
improve 10 dB and become more defined.

The results in Fig. 13 seem to indicate that even with a

FIG. 12. Focusing at different
frequencies.

FIG. 13. Focusing properties using PC
arrays with different element spacing.
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small number of array elements, a good focusing quality,
both temporally and spatially, can be achieved provided that
the PCA has enough spatial sampling of the propagating
modes in the water column. This also suggests that, in this
environment, only a small number of the lowest propagating
modes dominate the structure of the field and, therefore, the
focus. This is important when considering the design of a
communications array which employs TRA since the cost
increases with the number of elements. Fortunately, it ap-
pears that a reduced number of array elements can maintain
the temporal resolution, which relates to the data transfer rate
at one focal point, and may still be able to take advantage of
the spatial diversity of the field at the focal range, allowing
multiple focal points in depth to further increase the data
rate.

F. Effect of aperture size

In this study, the element spacing is kept constant in
order to evaluate the effect that different PCA aperture sizes
have on the focus quality. The geometry and spatial location
in the water column of the different PC arrays is depicted in
Fig. 14. In this figure, each array is designated by a number
from 1 to 5. The numbers associated to each array give the
number of array elements and the array length in meters and
in carrier wavelengths. As the PCA aperture size increases, it
can provide a better sampling of the low-order propagating
modes. Starting with array no. 1 and going to array no. 5, the
changes in focus are due to better spatial sampling of the
low-order propagating modes. Thus, one should expect better
focusing properties as the aperture size increases because the
PCA has more spatial diversity and provides a better sam-
pling of the channel conditions.

Because these PCA arrays cannot properly sample low-
order propagating modes, the sidelobes increase in the depth
and range coordinates. In Fig. 14, the first three arrays with
apertures of 2.5lc , 5lc , and 10lc , respectively, have tem-
poral sidelobes about 12 dB below the main lobe. When the
aperture size increases to 20lc the temporal sidelobes de-
crease to 27 dB below the main lobe. This distinctive behav-
ior of array no. 4 compared to the other three is due to better
sampling of the lowest-order propagating modes and there-
fore better temporal properties.

Presumably, the placement of these arrays in depth will
also affect the focus quality. The best quality focus would be
expected when the array is placed at a depth which optimally
samples the dominant propagating modes. The conclusion
that can be drawn is that in a given environment one should
evaluate the most important propagating modes and use an
array aperture that provides enough sampling of these
modes.

IV. APPLICATION OF TIME-REVERSAL ACOUSTICS
TO SHALLOW WATER COMMUNICATION
SYSTEMS

In this section, we introduce a novel signaling scheme
which takes advantage of the focusing properties of TRA
system in a point-to-point acoustic link. The communication
system described here uses a reduced-complexity noncoher-
ent detector at the expense of increased complexity in the
transmitter~PCA!. The examples illustrated correspond to a
nominal signaling rate of 30.5 symbols/second where 4 bits
of information are encoded in each symbol. The channel
used for numerical simulations is the one described in
Sec.III A

FIG. 14. Focusing properties using PC
arrays with different aperture size.
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A. Using phase-conjugated arrays in underwater
acoustic communications

Figure 15 can be used to describe the simplest case of
point-to-point communications between two stationary com-
munication nodes. Node 1 of Fig. 15 has a PC array that
spans the entire water column, and a single source/receiver
element of node 2 is used at a depth of 150 m.~The other
source/receiver elements of node 2 will be utilized later.!

The first step towards the focusing of the node 1 PCA
requires a probe pulse transmission from the node 2 acoustic
source~nr. 3 in Fig. 15!. As this probe pulse propagates, it
will incorporate channel distortions including multipath. In
the next step, the received acoustic signals at each node 1
element are digitized and stored in digital memories. For
node 1 transmission~or backpropagation!, the recorded sig-
nals will be time-reversed and transmitted by each node 1
element. The time-reversal transformation at the PCA is a
simple task to perform, requiring the digital memories to be
read in a last-in-first-out~LIFO! manner. At the PCA trans-
mission, each element is excited by the output of the corre-
sponding memory where the received signals were recorded.
At this point one can consider that the PCA is ‘‘focused’’ at
the nr. 3 source/receiver location of node 2 because it has
recorded the necessary environmental information to gener-
ate a spatial focus at the node 2 source/receiver location.

The PCA’s focusing procedure is a critical aspect in a
TRA communication link. In a real situation, one must take
into account the temporal variability of channel conditions.
Focusing will degrade with time and will require periodic
PCA refocusing. Additionally, the nodes may have some mo-
tion in general and the PC array may need to update the
environmental information every time the receiver moves out
of focus. In such a situation, the range shifting property of
PC arrays discussed by Songet al. ~1998! may be a very
useful feature in a UWA communication system. If the re-
ceiver is moving slowly, the PCA is able to keep the focus at
the receiver location, decreasing the rate at which the UWA

communication system updates the environmental informa-
tion ~probing!.

As a final remark, the electronic circuitry associated
with each PCA element includes a receiver amplifier, an A/D
converter, digital filters, memory, a D/A converter and a
transmitter amplifier. Until this point no reference was made
of the presence of digital filters at each PCA array element. A
discussion of filter options is presented in the next section.

B. Signaling scheme

In this signaling scheme, each symbol represents a 4-bit
word giving a total of 16 different words in the code. Since
this communication system is based on noncoherent detec-
tion, the value of each bit within a symbol is given by the
detection or lack of detection of the corresponding frequency
component. There are 15 different symbols in the code hav-
ing at least one spectral component. The ‘‘all-zeros’’ word
corresponds to the case where no carrier frequencies are de-
tected. This signaling scheme corresponds to a four channel
‘‘on-off’’ keying modulation scheme. Thus, a simple receiver
can be built based on a four-element filter bank followed by
an envelope detector. The detection of a given frequency
component is achieved when the corresponding envelope de-
tector output is higher than a given threshold.

In this scheme, four frequency components are defined
centered at 750, 800, 850, and 900 Hz. Each one of these
frequency components spans 100 Hz in frequency and has a
23-dB bandwidth of 36.6 Hz. The least significant bit cor-
responds to the frequency component centered at 900 Hz and
the most significant bit corresponds to the component at 750
Hz.

To simplify the transmissions of the probe signals, as-
sume that each PCA element has a bank of four digital filters
centered at 750, 800, 850, and 900 Hz. Each source at node
2 must then transmit a single probe pulse covering the entire
bandwidth, 700 to 950 Hz. An alternative approach would be
for each source at node 2 to transmit each 100-Hz bandwidth
probe pulse separately. If this last approach is chosen, there
is no requirement for a digital filter bank in each PCA ele-
ment but each node must make sure that the probe pulse
transmissions will not overlap in time at the PCA.

The choice of which approach to use may be dictated by
the temporal variability of the channel conditions that will
degrade focusing and will require periodic update of the
channel conditions. The filter bank approach has the advan-
tage that it requires only one probe pulse transmission from
each node 2 source in Fig. 15. Thus the communication sys-
tem spends less time in array focusing and higher data
throughput can be attained at the expense of a more complex
PCA. However, the transmission of each individual probe
pulse has the advantage of allowing the use of matched fil-
ters at reception. This may provide additional SNR gain and
be more robust to signal fading.

C. The phase-conjugated array

In this section, it is assumed that the PCA is able to learn
the environmental information in the bandwidth of interest.
The PCA is not in a shadow zone and each source transmits

FIG. 15. PCA and channel geometry in a point to point communication link.
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a probe pulse with bandwidth wide enough to accommodate
the bandwidth used to transmit all individual frequency com-
ponents of the signaling scheme.

The signaling scheme described in the previous section
requires a four-element filter bank for each PCA element.
This four-element filter bank frequency response is given in
Fig. 16. All the filters have the same spectral shape but dif-
ferent center frequency, each filter frequency response span-
ning over 100 Hz, giving a23-dB bandwidth of 36.6 Hz.
The frequency response of each filter is specified by the co-
efficients of a Hanning window. In Fig. 16, the center fre-
quency of each filter corresponds to the center frequency of
one of the frequency components used in the signaling
scheme.

After PCA reception and filtering, each PCA element
will have recorded four different signals with different center
frequencies. Each one of these signals will have the transfer
function of the channel imprinted on it. As seen in the pre-
vious section, if all PCA elements transmit only the signal
component centered at 800 Hz, a pulse with 800 Hz carrier
frequency and a23-dB bandwidth of 36.6 Hz will be re-
ceived at the node 2 focus location.

D. Point to point message transmission

This section presents a numerical simulation where a
message is sent from node 1 to node 2 of Fig. 15. At each
PCA element, the transmitted signal corresponding to a given
symbol can be obtained by time-domain superposition~i.e.,
simultaneous transmission! of its different frequency compo-
nents. Similarly, the signal corresponding to a sequence of
symbols can be obtained by superposition of the signals cor-
responding to the different symbols, properly delayed in the
time domain. This time-domain delay corresponds to the sig-
naling period and should be greater than the temporal dura-
tion of each symbol at the receiver location to avoid in-
tersymbol interference. In this case, each single frequency
component will have at the receiver a23-dB temporal du-
ration of 14.1 ms and a conservative value of 32.8 ms was
chosen for the signaling period.

Figure 17 presents the spectrograms of the signal corre-
sponding to a message composed by the sequence of words
from (0001)b to (1111)b that is intended to be transmitted
from node 1 to the node 2 receiver. The upper panel repre-
sents the ideal signal that node 1 wants to focus at the node
2 receiver. The other panels in Fig. 17 present the results
from a numerical simulation where node 1 spans the entire
water column and transmits the appropriate signals to focus
the message at the node 2 receiver. All the signals in Fig. 17
are collected at a depth of 150 m. The middle-left panel
represents the signal transmitted from the PCA element lo-
cated at 150-m depth while the other three correspond to the
signal spectrogram at various ranges. Only the lower right
panel in Fig. 17 corresponds to the signal spectrogram at the
focus location.

In Fig. 17 one can clearly observe that as the pulse back-
ward propagates in the channel the multipath structure be-
comes less significant as the range approaches the focusing
range. It can also be seen that when the pulse approaches the
focusing range it increases the power spectral density of its
spectral components. This increase in the power spectral
density is a consequence of the vertical, horizontal, and tem-
poral PCA focusing properties as the sequence of symbols
approaches the focus location.

E. Phase-conjugated array vertical diversity in
underwater communications

Presented in this section is an extension of the TRA
technique which takes advantage of vertical diversity of the
focus. The setup for this TRA experiment is depicted in Fig.
15 with the difference that node 2 has now three source/
receiver elements. The extension of the TRA technique pre-
sented here exploits node 1 PCA vertical diversity to focus
the backward propagated acoustic field at the different node
2 receiver locations. As a result, higher data throughputs can
be achieved in the data link from node 1 to node 2.

In this case the PCA focusing process requires probe
pulse transmissions from each source/receiver element of
node 2. The transmission of probe pulses from node 2 has the
constraint that it must allow enough time between consecu-
tive transmissions so each pulse will arrive at node 1 at dif-
ferent time slots and the pulses do not interfere. In this ex-
ample, node 1 will require a data bank with three times the
storage capacity of the one used in node 2 because it has to
store the signals received from three probe pulses. The TRA
acoustic link from node 1 to node 2 can accommodate three
times the data throughput of the case presented in the previ-
ous sections. In this case, node 2 has three receivers and
node 1 is able to send three different symbols~one for each
node 2 receiver! during each symbol period.

At transmission, the PCA will assemble the message in-
tended for each receiver by the superposition of its frequency
components stored in its data bank. The signal transmitted by
each PCA element will be composed of the superposition of
the signals for the different node 2 receivers. Figure 18 rep-
resents the desired message signal spectrogram that the PCA
wants to focus at each node 2 receiver. Note that these sig-
nals do not correspond to the actual signals sent by the node
1 elements.

FIG. 16. PCA element filter bank frequency response.
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FIG. 17. The central upper panel displays the
desired message if no distortions are present
in the channel. Other panels display message
signal spectrograms at a depth of 150 m dp:
~middle left! evaluated at the PCA~transmit-
ted!; ~middle right and lower left! at two in-
termediate ranges; and~lower right! at the
focus.

FIG. 18. Desired message signals for node 2
receivers.
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Figure 19 presents numerical simulation results of the
PCA transmitted signal propagation in which Fig. 18 repre-
sents the message that the PCA wants to focus at each re-
ceiver location. In this simulation, the PCA spans the entire
water column and the upper-left panel of Fig. 19 represents
the actual signal sent by the element located at a depth of
150 m. We can observe multipath structure and strong inter-
ference between the different transmitted messages. The re-
maining panels in Fig. 19 represent the signal received by
each one of the node 2 receivers. Due to the vertical focusing
properties of the PCA, these results show very little message
intersymbol interference at each receiver and the desired
message can be easily decoded.

With respect to this same numerical simulation, Fig. 20

represents the signal spectrogram at different ranges between
node 1 and node 2 collected at a depth of 150 m. The results
in this figure show that it will be extremely difficult to de-
code the original messages at these locations because the
different message signals are overlapping both in time and in
frequency. These results also show that this TRA vertical
diversity technique may have applications to UWA secure
communication links. Channel distortions and signal overlap
both in time and frequency of the different messages seems
to be a very good way to encode digital communication sig-
nals with the advantages of a higher data throughput. Such
encoding also occurs for the single focus approach described
previously but does not exhibit the same level of encryption.

Additional simulations were also performed which took

FIG. 19. Transmitted signal by PCA
and received signals at node 2 receiv-
ers.

FIG. 20. Received signal spectrogram
at depth of 150 m and different ranges
from PCA.
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advantage of the horizontal spatial diversity of the time-
reversed field. Specifically, a network of nodes, separated
from the PCA by different ranges, was employed. Similar
results were obtained whereby each individual node~some
containing multiple receiving elements in depth! received
unique focused signals at the particular location for that
node. This suggests the potential for an extended area net-
work. However, the signaling schemes for such a configura-
tion would be considerably more complex at the PCA.

V. CONCLUSIONS

In this paper, we numerically explored the influences of
a phase-conjugation array design on its focusing properties.
Particular attention was given to PCA applications in UWA
communication systems. This analysis provides a starting
point for a PC array design, and gives support to the plan-
ning of further TRA UWA communication experiments both
in the laboratory and in an oceanic environment. In the early
stages of a TRA UWA communication system design, TRA
numerical modeling is very important because it gives in-
sight to the propagation issues that are involved without the
need to go out to the ocean and perform very expensive
experiments. However, although numerical modeling is an
excellent analysis tool, it does not provide complete informa-
tion about time-variability of the channel conditions.

The numerical analysis of the PCA focusing properties
showed that the focus footprint decreases in dimension as the
carrier frequency increases. Furthermore, the horizontal di-
mension is larger than the vertical dimension of the footprint.
Therefore vertical motion of the receiver is much more criti-
cal than horizontal motion because the receiver can easily
move out-of-focus.

Using the same bandwidth and changing carrier fre-
quency, results showed that temporal focusing does not
change significantly. However, in a more general situation
where a larger pulse bandwidth is used, additional results
suggested that for carrier frequencies much higher than 1
kHz, some degradation may occur in the pulse temporal
resolution at the focus location since the two-way channel
frequency response may change considerably over the band-
width.

When using PC arrays with different element spacing or
with different aperture size, the PCA footprint did not appear
to change its dimensions. Keeping constant the aperture size
and changing the PCA element spacing, the temporal side-
lobes remained approximately at the same level. Keeping
constant the PCA element spacing and changing the aperture
size, the vertical and horizontal footprint size also did not
appear to change significantly. A small improvement in hori-
zontal sidelobes was observed when the aperture length was
increased. A dramatic improvement in temporal sidelobes
was observed when the aperture size increased to 20lc be-
cause the PCA was able to provide better spatial sampling of
the lowest propagating modes. In other words, there was
more spatial diversity in the PC array.

What may be concluded from this analysis is that aper-
ture size plays a more significant role than the number of
array elements in a PC array design, especially for commu-
nication applications where temporal resolution of the focus

is important. The number of PCA transducers is a critical
factor in PC array design because it will drive up the cost.
Each PCA transducer has its own electronic circuitry com-
posed of receiver amplifiers, A/D and D/A converters, stor-
age memory, and transmitter. In general, underwater devices
rely on batteries to operate their electronic systems and have
severe constraints on the amount of power that can be used.
Thus, for cost effectiveness one should use a small number
of array elements extended over a large aperture size.

For UWA communication systems using noncoherent
detection, the use of PC arrays seems promising because
there is no requirement of carrier phase tracking. The tem-
poral focusing properties of the PCA overcomes the require-
ment of guard times between consecutive symbols to ensure
that all the reverberation will vanish before each subsequent
symbol is received avoiding intersymbol interference at the
receiver. Thus some data rate improvement is made because
the insertion of idle periods of time results in a reduction of
the available data throughput. Array processing is no longer
required because the PCA footprint is well defined at the
receiver location.

The data throughput can be further improved by taking
advantage of the PCA spatial diversity focusing properties.
In the cases presented, the PCA was able to focus simulta-
neously different messages at different receiver locations.
The message signal designated for a given receiver only fo-
cused at the intended receiver location. At the receiver the
corresponding message signal was compressed in time and
space and had higher magnitude than the other interfering
message signals. As a consequence, each message signal
could only be decoded at the desired receiver. Furthermore,
this seems to be a good technique for secure UWA commu-
nications because the different message signals will be over-
lapping both in time and frequency at other locations, mak-
ing it difficult to recover any of the transmitted messages.

Several of the features of this communications algorithm
employing time-reversal acoustics have already been imple-
mented experimentally at the Naval Postgraduate School in a
controlled tank-scale environment. The results are consistent
with those from numerical simulations. These findings will
be reported in a companion article. The modeling work is
now examining issues related to more realistic environments,
while the experimental tank work pursues more sophisticated
signaling schemes.

Due to the PC array spatial diversity focusing properties,
PC arrays may have an important role in an acoustic local
area network. Each array is able to simultaneously transmit
different messages that will focus at the destination receiver
node. Although the first protocols for acoustic local area net-
works have been proposed by Brandy and Catipovic~1994!
and Talavageet al. ~1994!, the design of an acoustic local
area network protocol that accommodates the learning step
of the PCAs is still being developed.

In order to achieve high-speed data transmission, the use
of TRA bandwidth-efficient phase-coherent communications
requires further research. Due to temporal variability of
channel conditions, the first step towards the feasibility of
TRA phase-coherent communications is the evaluation of the
phase-stability~phase fluctuations! at the focus. Once ac-
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complished, the receiver structure can be determined and an
adaptive equalizer can be designed to accommodate temporal
variability of the channel conditions. Other approaches use-
ful in communications should also be explored under these
variable conditions, such as increased symbol information
through amplitude modulation. Several such issues are cur-
rently be investigated at the Naval Postgraduate School.
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to noncoherent underwater communications
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The most difficult problem in shallow underwater acoustic communications is considered to be the
time-varying multipath propagation because it impacts negatively on data rates. At high data rates
the intersymbol interference requires adaptive algorithms on the receiver side that lead to
computationally intensive and complex signal processing. A novel technique called time-reversal
acoustics~TRA! can environmentally adapt the acoustic propagation effects of a complex medium
in order to focus energy at a particular target range and depth. Using TRA, the multipath structure
is reduced because all the propagation paths add coherently at the intended target location. This
property of time-reversal acoustics suggests a potential application in the field of noncoherent
acoustic communications. This work presents results of a tank scale experiment using an algorithm
for rapid transmission of binary data in a complex underwater environment with the TRA approach.
A simple 15-symbol code provides an example of the simplicity and feasibility of the approach.
Covert coding due to the inherent scrambling induced by the environment at points other than the
intended receiver is also investigated. The experiments described suggest a high potential in data
rate for the time-reversal approach in underwater acoustic communications while keeping the
computational complexity low.@DOI: 10.1121/1.1570832#

PACS numbers: 43.30.Bp@SAC-B#

I. INTRODUCTION

For underwater acoustic propagation in shallow water
environments, a narrow-band pulse generated by a pointlike
source spreads because of multi-path propagation due to re-
flections at the surface and bottom of the ocean or refractions
within the interior. Each propagation path takes a different
time, so that the transmitted pulse gives rise to multiple cop-
ies of varying magnitude, not equally spaced in time, arriv-
ing at a receiver~Fig. 1!. The strong signal degradation due
to the multipath propagation is further enhanced by high spa-
tial and temporal variability of the channel conditions that
exist in a typical underwater acoustic channel in shallow wa-
ter environments.

In a communication link, the signal degradation due to
multipath spreading causes intersymbol interference~ISI!
which is the interference between symbols due to multiple
arrivals of each transmitted symbol. For example, in a shal-
low water channel with a multipath spread of 100 ms with
1000 symbols per second, the ISI extends over 100 symbols.
Also, as long propagation times decrease data throughput,
available bandwidth is severely limited by transmission loss,
which increases both in frequency and in range.

A novel technique called time-reversal acoustics~TRA!
can environmentally adapt the acoustic propagation effects
of a complex medium in order to focus energy at a particular
target range and depth. Additionally, estimates show that
TRA focusing can be done at useful ranges~30 km! and over
reasonable time scales~30 min! without updating the time-
reversed signal under certain conditions, as shown by Kuper-

manet al. ~1998! in an ocean experiment using 445-Hz fre-
quency signals. Additional experimental data have recently
been taken by the same group in the same location at a
higher frequency of 3.5 kHz. The TRA technique consists of
digitizing the analog signal received by, say, a microphone or
a hydrophone, time reversing it, and retransmitting it from a
co-located source. If a wide-aperture array of receivers/
transmitters is used, the time-reversed signal back at the
pointlike source is focused in time and space~Fink, 1997,
1999; Roux et al., 1997; Kupermanet al., 1998!. For a
small-aperture array, while the time-reversed signal back at
the pointlike source does not focus well in space, it still
exhibits near-optimal focusing in time.

Because the path back from the array to the original
source location is reciprocally identical~barring significant
currents or other features which degrade reciprocity!, the
mode group speeds are also identical. Therefore, all of the
modes arrive back at the original source location at the same
time and add up constructively. This generates both a tem-
poral and spatial~range and depth! focusing of the propagat-
ing field. Thus, using TRA the multipath structure is elimi-
nated because all of the propagation paths add coherently at
the source location, which results in a reduced ISI of the
communication link. Furthermore, due to spatial and tempo-
ral focusing there is a strong enhancement of the field at the
focus location, which allows us to increase bandwidth and
the transmission range. Also, because the spatial extent of the
focus is a few wavelengths of sound, TRA possesses natural
encryption for points other than the intended target.

The properties of time-reversal acoustics suggest a po-
tential application in the field of noncoherent acoustic com-

a!Author to whom correspondence should be addressed. Electronic mail:
larraza@physics.nps.navy.mil
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munications. This has previously been suggested by Jackson
and Dowling ~1991!, Roux et al. ~1997!, Fink ~1997!, and
Kuperman et al. ~1998!. ‘‘Noncoherent’’ in this sense is
meant to imply that no phase information will be transmitted
in the communication signal but instead an energy detector
method will be used. A novel communications scheme has
been suggested by Abranteset al. ~1999! and Smithet al.
~2003!, which employs both the temporal and spatial focus-
ing properties of TRA. In this scheme, two source/receiver
systems,A and B, are used to communicate with one an-
other. A set of distinct signals representing binary bits is
agreed upon and known by theA andB systems. Each signal
should have roughly the same temporal resolution. A simple
example would be multiple broadband signals with identical
bandwidth, Hanning window source spectra, and center fre-
quencies separated by half the bandwidth~allowing for null
detection between adjacent signals!. The total number of sig-
nals within the set is then limited primarily by the bandwidth
of the system. For this example, assume that there are four
distinct signals~bits! within the set defining a 4-bit character
~giving values from 0 to 15!. The communications link is
achieved when a single element ofA transmits each signal to
B with sufficient time between transmissions for all multi-
path structures to arrive. This providesB with the transfer
function of the environment for those signals. ThenB has the
ability to transmit binary information toA by building 4-bit
‘‘symbols’’ out of the time-reversed signals. In addition, the
transmission of subsequent symbols can overlap each other
significantly. The criterion for the delay between subsequent
symbol transmissions is the temporal resolution of the focus
back atA. For example, if the signals originally transmitted
by A have a nominal temporal resolution of 10 ms, thenB is
able to transmit the 4-bit symbols at a nominal rate of 100
symbols/s. Furthermore, recall that these focused signals ar-
riving back atA have an improved SNR. Thus for a full
transmission bandwidth of 1 kHz and a pulse bandwidth of
200 Hz, this scheme can provide a rate of 2000 bits/s. This is
comparable to current rates with the added benefits of longer
range due to energy focusing and covert coding due to the
inherent scrambling induced by the environment at points
other than the intended receiver. Now consider that multiple

elements inA each uniquely transmit the communication
signals. Depending upon the spatial focusing properties of
the time-reversed signals, multiple symbols may be transmit-
ted fromB to focus at different locations alongA.

The aim of this article is to establish the practicality of
the method in underwater acoustic communications, and it is
organized as follows. In Sec. II, we describe the apparatus.
Section III, gives a description of the experiment, the defini-
tion of the symbols, and a trial message.

II. APPARATUS

The experiment is conducted in a fiberglass-coated
wooden tank made of wooden plates of 18-mm thickness
which are sideways reinforced every 65 cm~Fig. 2!. The
inner dimensions of the tank are 15.32 m long, 1.17 m wide,

FIG. 1. Example of transmitted and
received signal in the multipath propa-
gation environment of a rectangular
waveguide. The time scale for both
signals is the same.

FIG. 2. View from above one end of the tank. The tank has inner dimen-
sions of 15.32-m length, 1.17-m width, and 1.20-m depth. The water level
can be raised up to 28 cm, the height of the anechoic material.
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and 1.20 m deep. For better water sealing the wood is cov-
ered with a layer of fiberglass. The tank rests on a concrete
floor on foundation level. Seawhisper™ anechoic tiles posi-
tioned 8 cm away from the tank walls cover the wall to a
height of 28 cm. At normal incidence, the anechoic material
reduces the echo reflection by about 25 dB in the frequency
range between 20 and 100 kHz. Thus, the tank acts as a
horizontally infinite waveguide with almost rigid bottom and
pressure release surface. On top of the tank sits a rail system
on which two carts can move. The carts are able to carry
equipment and hold transducer arrays. One of them is driven
by a step-motor, which is steered remotely from a computer
system.

The two transducer arrays consist of ten cylindrical
piezo-ceramic elements each~see Fig. 3!. The elements are
aligned vertically along their cylindrical axes within a PVC
tube. The dimensions of the arrays are 38-mm diameter and
305-mm length. The hoop mode frequency of all the ele-
ments is around 73 kHz. All elements by themselves in both
arrays are horizontally omni-directional. The elements are all
matched to one another.

The data acquisition and generation are performed by
four dual channel CompuScope™ 512 oscilloscope A/D
cards and eight CompuGen™ 1100 function generator D/A
made by Gage Applied Sciences. Thus a total of eight input
and eight output channels are available. The CompuScope
cards have a maximum of 5 Msamples per second, 12-bit
resolution, and 2-MB memory. They have all features of
digital storage oscilloscopes. Synchronicity in the captured

signals from all channels is achieved by slaving the cards to
a master. The CompuGen cards have a maximum of 80
Msamples per second, 12-bit resolution and up to 16-
Msample memory. Synchronicity in the transmission of the
signals is also achieved by slaving the cards to a master. The
cards are addressed via two MEX-files from Gage Applied
Sciences, which are called by MATLAB programs developed
at the Naval Postgraduate School. Preamplification of the
received analog signals, before they were captured by the
oscilloscope cards, was done with a set of eight Stanford
SR560 preamplifiers. Preset 6-dB/oct filtering of the incom-
ing signals can be accomplished directly with the built-in
filters. To amplify the output of the function generators we
used a set of eight HP 467A amplifiers. This allowed us to
amplify the signals up to620 V peak to peak.

III. EXPERIMENTAL RESULTS

For the purpose of transmission and reception of mul-
tiple frequency signals, we found it best to use a frequency
range between 50 and 65 kHz. Below this range, the re-
sponse of our transducer system was weak. Above the fre-
quency range of operation, the strong response at resonance

FIG. 4. Normalized, spline curve-fitted amplitude distribution of the focal
region. ~a! Focal region size as a function of depth for a 50-kHz~up-
triangles! and a 65-kHz~open circles! signal. The depth is measured relative
to the intended focal point.~b! Focal region size as a function of range for a
50-kHz ~up-triangles! and a 65-kHz~open circles! signal. The range is mea-
sured relative to the intended focal point.

FIG. 3. Design of the ten-element transducer array of dimensions 38-mm
diameter and 305-mm length. The hoop mode frequency of all the elements
is around 73 kHz. All elements by themselves in both arrays are horizontally
omni-directional. The elements are all matched to one another.
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~;73 kHz! overshadowed the response at other frequencies.
In the 50- to 60-kHz frequency range, the spacing between
elements in the array is bigger than a half-wavelength of
sound, and the spatial diversity of modes in depth is not
optimally resolved.

Figures 4~a! and~b! show the extent of the focal region
both in depth and range for 2-kHz bandwidth signals cen-
tered at 50 and 65 kHz. The focal region has an ellipsoidal
cross section, with the major axis along the range direction
and the minor axis along depth. The extent in depth of the
focal region is61.5 cm as measured at the half-power point,
corresponding to about 0.6l. Due to higher attenuation of
the higher modes of the 65 kHz signal, the sidelobes at this
frequency are stronger. Both frequencies show an increased

amplitude at depths close to the rigid bottom, as should be
the case. The extent in range of the focal region is larger. For
50 kHz it is about63l, while it is about66l for the 65-kHz
signal. The loss of energy and therefore information in the
higher modes contained in the higher frequencies leads to a
stronger degradation of the focal region.

Because the focal region is limited in size and there are
strong sidelobes outside of that region, there exists a natural
encryption built into the transmission of messages. The sig-
nals do not focus well in time outside of the focal region and
intersymbol interference makes it impossible to recover the
messages. In order to show this we defined a simple code
using the 15 symbols that can be obtained from four center
frequencies at 50, 55, 60, and 65 kHz. A symbol is a single

FIG. 5. The spectrograms shown
above are the result of a matched-filter
analysis on the received messages.
Unlike FFT where individual fre-
quency components are synthesized,
the matched filtering technique synthe-
sizes predefined signals. In our case
the predefined signals are a set of
broadband signals with identical band-
width, and Hanning window source
spectra, with a separation between
center frequencies twice the signals
bandwidth. The spectrogram~b! of the
message at the focus location~a! is
clearly and easily resolvable. The
dashed vertical lines show the symbols
with respect to time. Using the accom-
panied Table I the message reads ‘‘15-
4-5-3-14-9-9.’’

TABLE I. The center frequencies used in each symbol.

Symbol no.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Center-frequency 1 3 3 3 3 3 3 3 3

Center-frequency 2 3 3 3 3 3 3 3 3

Center-frequency 3 3 3 3 3 3 3 3 3

Center-frequency 4 3 3 3 3 3 3 3 3
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pulse containing one, two, three, or all four center frequen-
cies. A symbol thus contains information which can be re-
lated to a code. Four center frequencies can be combined in
15 different ways, excluding the null symbol which contains
no acoustic energy. For each combination we assigned a
number between 1 and 15 as shown in Table I.

The three quantities that determine data rates are in-
tersymbol spacing, bandwidth, and center frequency spacing.
The bandwidth determines the time span of the symbol, and
the frequency spacing determines the resolution of the infor-
mation contained in a symbol. The intersymbol spacing is
mainly determined by the energy of the temporal sidelobes at
the focal point. The use of a Hanning window minimized the
temporal sidelobes, allowing also for a minimum intersym-
bol spacing equal to half the temporal width of the signals.
This is not the case for a rectangular window. Thus, under
this symbol spacing condition it is important to select fre-
quency signals which give a reception that can be resolved in
its frequency components. Our criteria for accepting a signal
as resolvable is that the sum of two temporal sidelobes must
be less than the energy detection threshold corresponding to
half the amplitude of the main peaks. This criteria is based
on the notion that when the temporal sidelobes of two adja-

cent symbols are added, the symbol can still be resolved. For
a message containing Hanning window signals and with the
temporal spacing between symbols as described above, the
maximum signal bandwidth is 2.5 kHz, when the received
symbols were match filtered with the initial signals whose
frequency spacing is 5 kHz. Therefore, using a match filter
approach we find a ratio of 2 to 1 for center frequency spac-
ing to bandwidth. With the matched filter the frequency con-
tent of all symbols in a message is deciphered at once.

The message we used was ‘‘15-4-5-3-14-9-9.’’ The
matched filter result of Fig. 5 shows that this message is
clearly resolvable at the focal point. This should be con-
trasted with the matched filter result of Fig. 6, where the
message was recorded five wavelengths outside of the focal
region. Note that in this case, under the same energy thresh-
old conditions the received message reads ‘‘4-4-4-0-4-0-0.’’

IV. SUMMARY

The results presented above show that the TRA ap-
proach is suitable to overcome multipath-related problems in
underwater acoustic communications. The results show good
focusing of energy in time and space at the intended target

FIG. 6. For the matched-filter analysis
of the incoming message outside the
focal region~a!, shown in the spectro-
gram~b!, using the accompanied Table
I the message reads ‘‘4-4-4-0-4-0-0.’’
This is not the intended message, indi-
cating natural encryption for points
other than the intended receiver.
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location. The focusing extends over a few wavelengths in
range. Outside of the focal region multipath propagation
leads to scrambling of the message, thus showing that the
TRA technique offers natural encryption of the signals. The
results also show potential for high data rates in binary data
transmissions. For a bandwidth of 2.5 kHz, a transmission of
2500 symbols per second can be realized. Thus, for symbols
built out of four possible center frequencies the transmission
rate corresponds to 10 kbits per second.

Research in underwater acoustic communications using
time-reversal acoustics at the Naval Postgraduate School is
ongoing. Current and future efforts will also include studies
of more sophisticated schemes and of the sensitivity of such
communication systems to temporal and spatial variability of
the shallow water acoustic channel. Because TRA relies
upon the coherent summation of multipath propagation to
produce focusing, rapid fluctuations of the environment may
pose serious challenges to such techniques. One example is
the short decorrelation times of surface reflected paths. By

studying such effects in the controlled conditions of the scale
model tank apparatus, we intend to address these issues in a
more cost-effective manner before deploying sea trials.
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Measurement and prediction of ultralow frequency ocean
ambient noise off the eastern U.S. coast
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Ultralow frequency~0.02–2 Hz! acoustic ambient noise was monitored from January to April 1991
at six ocean bottom stations off the eastern U.S. coast. The depths of the stations ranged from about
100 m to 2500 m. The measured spectra are in good agreement with predictions made using Cato’s
theory @J. Acoust. Soc. Am.89, 1076–1095~1991!# for noise generation by surface-wave orbital
motion after extending the calculations to incorporate horizontally stratified environments.
Contributions from both the linear, single-frequency~virtual monopole! and the nonlinear,
double-frequency~dipole! mechanisms are clearly recognizable in the data. The predictions make
use of directional wave data obtained from surface buoys deployed during the SWADE experiment
and an ocean bottom model derived from compressional wave speed data measured during the
EDGE deep seismic reflection survey. The results demonstrate conclusively that nonlinear
surface-wave interactions are the dominant mechanism for generating deep-ocean ULF noise in the
band 0.2–0.7 Hz. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1568941#

PACS numbers: 43.30.Nb, 43.30.Lz@DLB#

I. INTRODUCTION

This paper presents results from ECONOMEX, the En-
vironmentally Controlled Ocean-floor NOise Monitoring
EXperiment. The overall purpose of ECONOMEX was to
study the variability, both with respect to depth and time, of
ULF/VLF ~0.001–10 Hz! ambient noise in a continental
margin region. Six ONR Ocean Bottom Seismometers
~OBS’s!, equipped with differential pressure gauges~DPG’s!
and three-component seismometers, were deployed from
January to April 1991. The sensors were placed off the Vir-
ginia coastline in water depths ranging from 95 m to 2600 m.

A more specific goal of the experiment was to determine
conclusively whether ULF/VLF noise in the ocean~particu-
larly at deep sites!, and the associated seismic activity known
as microseisms, are generated by nonlinear interactions of
ocean surface waves. It has long been understood that an
evanescent pressure wave exists under ocean surface waves,
having frequency equal to the surface waves. The seismic
waves generated by these pressure disturbances are referred
to as single-frequency microseisms. Because of its evanes-
cent nature, however, the single-frequency mechanism can-
not be the cause of typical ULF/VLF noise levels observed at
deep ocean sites. Recognizing this fact, Longuet-Higgins1

proposed one-half century ago that the primary source of
ULF/VLF noise in the deep ocean is a nonlinear interaction
between opposing surface wavetrains, which produces a non-
evanescent pressure disturbance in the ocean at a frequency
twice that of the ocean surface waves. The resulting seismic
activity is known asdouble-frequency microseisms.

More recently, Cato2,3 developed a comprehensive
theory, based on Lighthill’s analogy, for ocean noise genera-

tion by the sea-surface motions. The single-frequency noise
field is associated with a time-varying mass flux at the sur-
face, which radiates sound as a distribution of virtual mono-
poles. The double-frequency noise field is associated with a
time-varying momentum flux at the surface, which radiates
sound as a distribution of virtual dipoles.

Since the mid-1980s, many authors3–13 have provided
good experimental evidence in support of the Longuet-
Higgins theory. ~See also the recent review article by
Webb.14! Most of the initial studies~Refs. 4–8! relied on
surface wave spectra estimated from mean wind speed mea-
surements. Kibblewhite and Ewans,9 however, made simul-
taneous measurements of seismic waves and surface wave
height spectra in 100 m of water. A study by Cato3 involved
simultaneous measurements of noise and surface wave
height spectra in a lake. More recently, Babcocket al.,10 Nye
and Yamamoto,11 Herbers and Guza,12 and Tindle and
Murphy13 performed simultaneous measurements of mi-
croseisms and surface wave height spectra in the open ocean.
We note that the work described in Refs. 10–12 was part of
the ONR Sources of Ambient Microseismic Ocean Noise
~SAMSON! experiment, which was conducted in October to
November 1990 off the coast of North Carolina.

ECONOMEX, which followed shortly after SAMSON,
provided oceanfloor noise measurements in the band 0.02–2
Hz at a wide range of depths over several months. Excellent
supporting environmental data were also available. Surface-
wave directional spectra were recorded concurrently as part
of the SWADE ~Surface WAve Dynamics Experiment!
project.15 These data are the essential environmental control
needed to test Cato’s theory. SWADE also provided meteo-
rological data such as wind speed and direction. In addition
to the surface-wave directional spectra, accurate modeling of
ULF/VLF noise in the ocean requires profiles of compres-
sional and shear wave speeds deep into the Earth’s crust. In
this regard, ECONOMEX benefitted from the availability of
deep seismic profiles determined during the EDGE survey.16

a!Present address: U.S. Army Cold Regions Research Laboratory, CEERD-
RC, 72 Lyme Rd., Hanover, NH 03755-1290.

b!Present address: Commander, Submarine Squadron 20, 1050 USS Georgia
Avenue, Kings Bay, GA 31547
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Using the EDGE data, we are able to estimate the compres-
sional and shear wave speed profiles to depths of 10 km, and
then incorporate these profiles into a noise prediction model.

The format of the paper is as follows. In Sec. II, we
discuss the ECONOMEX data set and the environmental in-
puts ~the SWADE and EDGE data! used by our noise pre-
diction model. Our predictive model for the ULF/VLF spec-
tra, which is based on Cato’s theory,2,3 is described in Sec.
III. Last, in Sec. IV, seafloor pressure spectra from
ECONOMEX are compared to the model, with special atten-
tion given to the relationship between changing wave height
conditions and the double-frequency noise field.

II. EXPERIMENT

A. ECONOMEX deployments

ECONOMEX was designed to provide a long-term,
high-quality, seismo-acoustic data set that could be coupled
to the surface wave and meteorological data of the SWADE
experiment. The instrumentation consisted of six Office of
Naval Research~ONR! ocean bottom seismometers~OBS’s!
and two~one vertical and one horizontal! 75 m, six-element
hydrophone arrays. The instruments were deployed off the
Virginia coast in January 1991, recovered in February 1991
for maintenance, and redeployed from February through

FIG. 1. Approximate locations of the
ECONOMEX and relevant SWADE
instruments. ‘‘* ’’ denotes pitch and
roll buoy location, ‘‘3’’ denotes loca-
tion of one ONR ocean bottom seis-
mometer~OBS! and two hydrophone
arrays, and ‘‘s’’ denotes the location
of one ONR OBS.

FIG. 2. Schematic arrangement of
ECONOMEX and SWADE deploy-

ments.
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early April 1991. The instrument locations are shown sche-
matically in Figs. 1 and 2. Precise locations and deployment
dates are listed in Table I.

The deployed ONR OBS instruments consisted of a
three-component geophone for measuring ground motion in
the 0.07 to 80 Hz range, a Cox–Webb differential pressure
gauge~DPG! for measuring long-period pressure signals in
the water column, and in the original deployment, an OAS
hydrophone.18 In the later deployment, these hydrophones
were removed to improve instrument reliability.

The sensors were connected via preamplifiers to an ac-
quisition package consisting of a prewhitening and antialias-
ing filter, a gain-ranging amplifier to improve dynamic range,
and an analog-to-digital converter. The combined filter re-
sponse is shown in Fig. 3. The acquisition package fed a
recording unit consisting of a RAM buffer and an optical
disc recording system capable of storing 400 megabytes of
data. Most of the OBS’s were programmed for continuous 8
Hz recording, with the antialiasing filter set to 2 Hz; how-
ever, one of the devices~OBS 56! was set to record at 128
Hz with its antialiasing filter set to 40 Hz.

The 75 m horizontal and vertical arrays each consisted
of six OAS hydrophones at 15 m separation. The hydrophone
signals were preamplified by a low-noise, wide-range pre-
amplifier and sent to acquisition and recording packages
identical to those of the OBS’s, with 128 Hz sampling and

the antialiasing filter set to 40 Hz. In the second deployment
the bottom three hydrophones of the vertical array were not
included due to a cable malfunction. The array cable jacket
included loose ended fiber strands to reduce strumming
noise.

B. ECONOMEX DPG time series and processing

The focus of this paper is on the DPG time series. Power
spectra from these data were computed by partitioning the
overall time series into records of 4096 samples, each having
512 s~8.5 min! duration. The responses of the prewhitening
and antialiasing filter were then removed from each record.
The results, for the entire second observational period of
ECONOMEX, are shown in the upper panels of Figs. 4–7.
These figures are for OBS 51~95 m depth!, OBS 63~443 m
depth!, OBS 62~769 m depth!, and OBS 61~2600 m depth!,
respectively.~The gaps in these figures are intervals when
data were not acquired.!

The spectra are observed to have a strong depth depen-
dence. Sound pressure levels at the shallowest sensor~OBS
51!, in the frequency band 0.06–0.12 Hz, are in the range
150–170 dBre 1 ~mPa!2/Hz. These are the highest levels
recorded at any of the sensors. In roughly the same band, the
sound levels recorded by the sensors at the greater depths
were all between 70 and 90 dB.

At the next shallowest sensor~OBS 63!, levels in the
range 120–130 dB are evident below 0.06 Hz. Comparable
levels are evident at OBS 62, below 0.04 Hz. No such low
frequency energy is evident at the deepest sensor~OBS 61!,
at least for the frequency range displayed on the spectral
plots. The spectral energy below about 0.12 Hz can be con-
fidently attributed to the single-frequency noise field, for
which the spectral energy decays exponentially with increas-
ing depth and frequency. As the sensor depth is increased,
higher frequencies are unable to penetrate to the bottom.

At the deepest sensor~OBS 61, 2600 m!, most of the
spectral energy lies in the band 0.2–0.5 Hz. The levels ex-
hibit considerable temporal variability, fluctuating between
about 110 and 145 dB. As will become evident when we
examine the surface-buoy data, the variability in the pressure
field at OBS 61 strongly parallels variations in wave-height
power spectrum occurring at one-half the acoustic frequency.
The spectral energy in this band must therefore be the
double-frequency generation mechanism created by nonlin-

FIG. 3. Amplitude response of the antialiasing and prewhitening filter used
in the ECONOMEX instruments with an 8 Hz sampling rate. Response
amplitude in dBre 1 V.

TABLE I. Locations of the ECONOMEX instruments. Positions and depths listed are for the second leg of the
experiment; those for the first leg differ only slightly. Also note OBS frames 61 and 62 exchanged positions
between the first and second legs, although the instruments on them were exchanged also such that the instru-
ments remained deployed in the same locations.

Instrument name Lat. Long. Depth~m! Deployment dates~1991!

Vert. array 37° 24.78 N 73° 26.88 W 2573 25 Jan–6 Feb; 22 Feb–5 Apr
Horz. array 37° 24.78 N 73° 26.88 W 2573 25 Jan–6 Feb; 22 Feb–5 Apr
OBS 56 37° 24.78 N 73° 26.88 W 2548 25 Jan–6 Feb; 22 Feb–5 Apr
OBS 58 37° 26.48 N 73° 31.48 W 2417 24 Jan–7 Feb; 22 Feb–5 Apr
OBS 61 37° 23.88 N 73° 24.48 W 2600 25 Jan–6 Feb; 21 Feb–4 Apr
OBS 62 37° 33.28 N 74° 14.18 W 769 11 Jan–6 Feb; 22 Feb–5 Apr
OBS 63 37° 34.18 N 74° 16.58 W 443 10 Jan–6 Feb; 22 Feb–5 Apr
OBS 51 37° 35.98 N 74° 21.38 W 95 10 Jan–6 Feb; 22 Feb–5 Apr
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ear interaction of opposing wavetrains, as was first suggested
by Longuet-Higgins.1 The double-frequency noise, including
as it does a nonevanescent component~i.e., a component that
does not attenuate with increasing depth!, is strong at the
deepest sensor, whereas the single-frequency noise, which is
evanescent, is not observed there. The nonevanescent nature
of the double-frequency noise also explains why it is evident
at the other OBS’s with approximately the same strength. At
OBS 63 and 62~443 and 769 m!, a spectral gap is evident
between the single- and double-frequency noise. The gap is
not present at OBS 51, since higher frequencies attributable
to single-frequency pressure disturbances are able to pen-
etrate to its relatively shallow depth of 95 m. We will de-
velop a quantitative model for these effects in Sec. III.

C. Supporting data

1. SWADE surface wave spectra

The SWADE project was an effort to characterize the
sea surface using a variety of sensors and, at the same time,
measure other relevant environmental parameters.15 The
project included several pitch and roll surface buoys, satellite
radar backscatter measurements, SWATH ship array deploy-
ments, and aircraft overflights. The long-term deployment of

the pitch-and-roll buoys is the element of the experiment of
direct use in our effort to predict noise generated by surface
wave motion. In particular, the buoys were used to determine
the surface-wave directional spectra required by our noise
prediction model. Collection and processing of the SWADE
data are discussed in this section.

The SWADE instrument locations are shown together
with the ECONOMEX instruments in Figs. 1 and 2. Precise
deployment locations of SWADE instruments are listed in
Table II. The buoys provided one complete set of measure-
ments~including a spectral estimate! each hour, allowing us
to update our estimate of the noise field each hour. The
SWADE buoys that were closest to the ECONOMEX instru-
ments were Discus C and Discus E. Figure 8 shows wind
speed, time rate-of-change of wind direction, and the wave
height power spectrum from Discus E for the duration of
ECONOMEX. Periods of elevated activity lasting typically
2–3 days are clearly evident in the spectra. These usually
correspond to mid-latitude cyclonic activity in the atmo-
sphere~storms!.

The wave-height spectral data from the SWADE buoys
were provided for frequencies from 0.03 Hz to 0.34 Hz, in
0.01 Hz bins. For predicting the noise at the deep

FIG. 4. Differential pressure gauge~DPG! power spectral levels for OBS 51~95 m depth!, second deployment. Upper, measurement. Lower, model prediction.
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ECONOMEX site, the data from Discus E were used, while
predictions of noise at the three shallowest ECONOMEX
instruments were based on data from Discus C. SWADE had
also deployed a SPAR buoy~which had better angular reso-
lution than the Discus buoys! near the shallow ECONOMEX
site, but it sank prior to the ECONOMEX deployments.

As is well known, ocean surface waves are dispersive,
with the relationship depending on water depth. We should
therefore consider the possible effect of using a surface buoy
moored in 95 m of water~Discus C! to predict noise at the
443 m and 769 m OBS’s. First we note from the measured
wave spectra that there is little energy below 0.1 Hz in the
wave spectrum. If we calculate tanh(kd) ~the depth-
dependent factor of the surface-wave dispersion relation! for
the worst case of 0.1 Hz withd595 m, we find the disper-
sion factor to be less than 1%. Thus any corrections to the
wave spectra measured at Discus C for the 443 m and 769 m
OBS’s are quite small.

Pitch-and-roll buoys, such as the Discus buoys, can pro-
vide only an estimate of the surface-wave directional spec-
trum. Because our ULF/VLF noise prediction model~Sec.
III ! depends strongly on the directional spectrum, the method
used to estimate the spectrum takes on critical importance.

The case of particular interest is when the wind direction
changes rapidly in time, creating opposing wavetrains on the
sea surface. This situation causes the spreading integral~re-
quired for predictions of the double-frequency noise field! to
be large. Among the many methods available we have con-
sidered are empirical estimates, the Longuet-Higginset al.17

method, maximum-likelihood ~MLM ! estimates, and
maximum-entropy~MEM! estimates. The reader is referred
to the Appendix for a more detailed discussion of our proce-
dures for making the wave-directional estimates.

The four methods of wave-directional spectral estima-
tion are compared in Fig. 9. A simulated bi-directional spec-
trum was the input. In Fig. 10 we compare estimates of the
directional spectra for an actual datum from SWADE: the
0.16 Hz bin from Discus E at 1200 on 27 January 1991. This
datum was chosen as illustrative because it occurs after a
shift in wind direction, and one would expect the true spec-
trum to be bi-directional in this case. One can see from the
two figures that MEM is most satisfactory in reproducing a
sharply peaked, bi-directional distribution. In fact, a bi-
directional structure is evident only in the MEM estimate in
Fig. 10. Hence we decided to use MEM for our estimates of
the wave-directional spectrum.

FIG. 5. DPG power spectral levels for OBS 63~443 m depth!, second deployment. Upper, measurement. Lower, model prediction.
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2. EDGE profiles

In this section, we discuss our procedure for determining
the vertical profiles of the compressional wave speed, shear
wave speed, compressional and shear attenuations, and den-
sity, as required for input to our noise propagation model.
Due to the long wavelengths involved at the very low fre-
quencies of the predictions, the environmental model needs
to be as accurate as possible deep into the earth’s crust.

As described in the next section, the propagation model
is formulated for a horizontally stratified environment. The
environment is partitioned into several layers, each having
constant seismic properties. The uppermost layer, actually a
semi-infinite half space, is the air layer, represented by a
vacuum in our model. The next layer down, the water layer,
is assumed to have a constant sound speed of 1500 m/s and
constant density of 1000 kg/m3. Approximating the water
column as an isovelocity, isodensity layer is quite reasonable
for the very low frequencies relevant to the present study.

Below the water layer are 10 to 12 earth layers. Data
from a deep seismic reflection study of the U.S. mid-Atlantic
continental margin, called EDGE, were used to help deter-
mine the seismic profiles. The EDGE experiment16 involved
recording refracted seismic waves of 16 s duration off the

Virginia coast, in the same region as the ECONOMEX and
SWADE experiments. But because EDGE provided only
compressional wave speed data, we were forced to estimate
the shear wave speed, compressional attenuation, shear at-
tenuation, and density profiles. Hamilton’s19 data and equa-
tions were used for this purpose, and we also benefitted from
discussions with other investigators working in the area of
geoacoustic modeling.20,21 The resulting profiles for each of
the four water depths~95, 443, 769, and 2600 m! are plotted
in Fig. 11.

III. THEORY AND CALCULATIONS

Our method for predicting the pressure field generated
by surface wave motion is summarized in this section. Based
on Cato’s theory,2 it includes contributions from virtual
monopoles and dipoles of all orientations. The surface-
distributed monopoles, which are the source of the single-
frequency noise field, correspond to a time-varying mass flux
across the mean position of the ocean surface. The dipoles,
which are the source of the double-frequency noise field,
correspond to a time-varying momentum flux.

FIG. 6. DPG power spectral levels for OBS 62~769 m depth!, second deployment. Upper, measurement. Lower, model prediction.
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Cato’s equation for the double-sided spectral densityPM

from the monopoles is

PM~v!5r2c2E
2`

`

C33~v,k!

3H0~v,k,z!H0* ~v,k,z!
dk

~2p!2 , ~1!

wherev52p f is the angular frequency,c the sound speed in
the water column,k the horizontal wave number of the sur-
face gravity wave,z the depth, and the superscript asterisk
denotes the complex conjugate. The quantityC i j is the
cross-spectral density between the velocity components of
the surface,ui and uj , with subscripts 1 and 2 indicating
horizontal axes, and 3 the vertical axis, which originates at

the surface and is oriented downward. The quantityH0 ,
called the monopole coupling factor, includes the effects of
interference, source directivity, and spreading. Specifically,
for an infinitely deep, cylindrical ocean of radiusR, H0 is
given by @Ref. 2, Eq.~72!#:

H0~v,k,z!5
v

2c E0

R exp~2 ivr /c!

r
J0~kr̂ ! r̂ d r̂, ~2!

where r̂ 25x21y2 is the horizontal displacement, andr 2

5 r̂ 21z2 is the total distance from the source to the receiver.
The dipole contributionsPD are given by@Ref. 2, Eq.

~48!; also Ref. 3, Eqs.~1! and ~A7!#

PD,i j ~v!5r2E
2`

`

@F i3 j 3~v,k!1F i33j~v,k!#

3Hi~v,k,z!H j* ~v,k,z!
dk

~2p!2 , ~3!

where

F i j ,m~v,k!5C i ,~v,k!* C jm~v,k!, ~4!

FIG. 7. DPG power spectral levels for OBS 61~2600 m depth!, second deployment. Upper, measurement. Lower, model prediction.

TABLE II. Locations of the SWADE Discus buoys.

Instrument
name Lat. Long.

Water depth
~m!

Discus E 37° 20.08 N 73° 23.58 W 2670
Discus C 37° 32.18 N 74° 23.58 W 102
Discus N 38° 22.18 N 73° 38.98 W 115
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with the asterisk denoting convolution in both frequency and
wave number.@No sum over repeated indices is implied in
Eq. ~3!.# The dipole coupling factors are

H1~v,k,z!52 i ~kc/v!cosaH0~v,k,z!, ~5!

H2~v,k,z!52 i ~kc/v!sinaH0~v,k,z!, ~6!

H3~v,k,z!5
c

v

]

]z
H0~v,k,z!, ~7!

wherek5(kx ,ky)5(k cosa,ksina).
Using the surface-wave dispersion relation, Eq.~3! can

be reduced to3

PD,i j ~v!'pr2F v̂4

k̂

dv̂

dk
V2~v̂ !G

v̂5uv/2u

3I i j ~ uv/2u!Ki j ~ uvu,z!, ~8!

where

I i j ~v!5E
0

2p

G~v,a!G~v,p1a!

3uhi~ k̂~v!,a!uuhj@ k̂~v!,a#uda ~9!

is called the surface-wavespreading integral, V~v! is
the surface-wave-height power spectrum,G(v,a) is the
surface-wave directionality function,k̂(v) is the wave num-
ber satisfying the surface-wave dispersion relationv2

5gk̂tanhk̂h, h1(k,a)5 i cosa coth(kh), h2(k,a)5 i sina
3coth(kh), h3(k,a)51, and

Ki j ~v,z!5E
2`

`

Hi~v,k,z!H j* ~v,k,z!
dk

~2p!2 ~10!

is called thecoupling integral. Working with the definitions
of the dipole coupling factors, Eqs.~5!–~7!, it is not difficult
to show that

K11~v,z!5K22~v,z!

5
c2

2v2 E
0

`

H0~v,k,z!H0* ~v,k,z!
k3 dk

2p
, ~11!

K33~v,z!5E
0

`

H3~v,k,z!H3* ~v,k,z!
k dk

2p
, ~12!

andKi j 50 if iÞ j . Hence only the virtual dipoles havingi
5 j contribute to the pressure field, and the total dipole field
is given byPD5PD,111PD,221PD,33.

Accurate calculations of the spreading integral, Eq.~9!,
are difficult to achieve in practice. Recall from Sec. II C 1
that we use a maximum-entropy method~MEM! to attempt
to improve spreading-integral calculations derived from
pitch-and-roll buoys.

Because the ocean bottom can significantly affect the
propagation of sound waves in the water column, even par-
ticularly at ULF/VLF frequencies, it is worthwhile to extend
Cato’s analysis to the case of a horizontally stratified ocean
and seabed environment. Such an extension is actually quite

FIG. 8. Data from SWADE Discus E buoy, during the time period of ECONOMEX second deployment. Upper, wind speed~solid line! and rate-of-change of
wind direction~dashed line!. Lower, wave height power spectrum.
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straightforward when we realize the close relationship be-
tween Cato’s coupling factors and the depth-dependent
Green’s functions often employed in ocean acoustics. First
we make the observation, that, in Eq.~2!, the factor
exp(2ivr/c)/r is simply the free-space Green’s function for a
monopole,G0 , which is the solution to

]2G0

]r 2 1~v/c!2G0524pd~r !. ~13!

In fact, for an ocean of infinite radius, Eq.~2! shows that the
monopole coupling factor is proportional to the Hankel
transform of the Green’s function. Hence

H0~v,k,z!5
v

2c
g0~v,k,z!, ~14!

where g05*0
`G0(v, r̂ ,z)J0(kr̂) r̂ d r̂ is the depth-dependent

Green’s function. From Eq.~7!, it is evident thatH3 is pro-
portional to the depth-dependent Green’s function for a ver-
tical dipole,g35]g0 /]z,

H3~v,k,z!5 1
2g3~v,k,z!. ~15!

Equations~1! and ~3! can be interpreted physically as
follows. To find the pressure spectrum in an infinitely deep
ocean, one decomposes the Green’s function for the appro-
priate source type into its horizontal wave number compo-
nents by calculating the Hankel transform, takes the squared
magnitude, multiplies by a source power proportional to the
wave height power spectrum~or a convolution product! at
each horizontal wave number, and then integrates over the
horizontal wave number space. In fact, this procedure for
calculating propagation from a surface distribution of noise
sources has been given previously forarbitrarily stratified
environments by Kuperman and Ingenito.22 Their Eq. ~20!
becomes, in our notation,

P~v,z!5
v2

c2 E
2`

`

P~k!ug~v,k,z!u2dk, ~16!

FIG. 9. Estimates of the directional spectrum ofG(a)5N(cos8(a/2)
1cos10(a/21p/4)), wherea is the azimuthal angle, andN is chosen to
normalize the spectrum. The MEM estimate was made using the Lygre–
Krogstad algorithm mentioned in the text. The MLM estimate was made
using an algorithm by Lacoss~Ref. 35!. The LCS estimate refers to the
weighted average of the first five Fourier coefficients suggested by Longuet-
Higginset al. ~Ref. 17!. The empirical estimate was made by estimating the
parameters from the first five Fourier coefficients and using the empirical
formula G(a)5N cos2s(a/2).

FIG. 10. Estimated spectra derived from the 0.16 Hz data bin from the
Discus E buoy on January 27, 1991 at 1200 hours. The estimates were made
using the methods discussed in Fig. 9.

FIG. 11. Profiles used in the ULF/VLF noise model calculations.~a! Com-
pressional wave speed.~b! Shear wave speed.~c! Density. Dotted line, 100
m water depth. Dashed line, 443 m water depth. Dashed–dotted line, 769 m
water depth. Solid line, 2600 m water depth.
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where P is proportional to the acoustic intensity,P is the
power spectral density of the surface-distributed sources, and
g is the depth-dependent Green’s function. By settingP
}C33 for the monopoles, andP}F i3 j 31f i33j for the di-
poles, it is recognized that Cato’s theory provides the spec-
tral density function for Kuperman and Ingenito’s general
equation for noise generated by surface-distributed sources
in a horizontally stratified environment. Alternatively, Cato’s
expression for the acoustic fields carries over to the case of
arbitrary stratification, so long as the appropriate depth-
dependent Green’s function is used. That is, we can continue
to apply Eqs.~1! and ~3! to arbitrarily stratified environ-
ments, while using Eqs.~14! and ~15! to determine the cou-
pling factors.23

For the predictions in this paper, the ocean and underly-
ing bottom were allowed to have depth-dependent compres-
sional wave speed and attenuation, shear wave speed and
attenuation, and density. The vertical profiles were piecewise
constant. The depth-dependent Green’s functions corre-
sponding to these profiles were computed using a fast field
program~FFP! written by Wilson,24 which is based on the
global-matrix algorithm developed by Schmidt and
Tango.25,26 The FFP can also accommodate monopoles and
dipoles that are positionedon ~as opposed to just below or
above! the air/sea interface; this capability is required for
predicting the noise from sea-surface motion.

Once the depth-dependent Green’s functions for the
monopoles and dipoles have been determined by the FFP,
they are multiplied by the appropriate forms of the surface-
wave directional spectrum~Sec. II C 1! in accordance with
Eqs.~1! and~3!. The magnitude squared of the Green’s func-
tion is multiplied by the source strength~surface-wave spec-
trum!, and then integrated over the horizontal wave number
space. The final result is pressure as a function of frequency
and depth.

IV. ANALYSIS AND DISCUSSION

A. Comparison of the model and measurements

Model predictions, made with the methodology de-
scribed in the preceding section, are shown in the lower pan-
els of Figs. 4–7. The SWADE spectra usually had a low-
frequency cutoff at 0.03 Hz and a high-frequency cutoff at
0.34 Hz~cf. Fig. 8!. This limits the predictions for the single-
frequency noise field to the frequency range 0.03–0.34 Hz,
whereas the double-frequency predictions are limited to
0.06–0.68 Hz. Furthermore, the SWADE spectra were often
unavailable at frequencies greater than the 0.03 Hz cutoff
~due to difficulties associated with integrating accelerometer
data to obtain wave height!, thus causing a jagged edge on
the low-frequency end of the spectra and further restricting
the frequency range of the predictions.

Agreement between the data and the predictions is best
for OBS 61, at 2600 m depth. For the most part, the magni-
tude and spectral shape of the experimental data are accu-
rately predicted. There are cases, however, where the model
predicts higher pressures than were measured~e.g., the
storms occurring on yeardays 60–64!, as well as cases where
the model predicts lower pressures~e.g., the storms occur-

ring on yeardays 72–74 and 86–87!. The likely causes are
the low angular resolution of the surface-wave measure-
ments, and the assumption of uniformity in the horizontal
source distribution.

An interesting discrepancy between the predictions and
the measurements occurs at the two intermediate depths
~OBS’s 63 and 62!, in the frequency range of the double-
frequency noise field. At these depths the predictions have a
systematic bias not evident at OBS 61, being about 10 dB
higher than the measured levels. This could be caused by the
greater bottom slope at the intermediate depths, which may
reflect some of the energy away from the continental slope
region. ~Recall that OBS 61 was located on the continental
rise, whereas the other sensors were deployed on the steeper
continental slope.! A more sophisticated propagation model
incorporating lateral variability might successfully predict
this trend.

The model successfully predicts the spectral gap be-
tween the single- and double-frequency noise at the interme-
diate depths, when SWADE data are available for sufficiently
low frequencies. Like the double-frequency noise, the levels
predicted for the single-frequency noise are somewhat high.
However, the relative strengths of the single- and double-
frequency noise are well predicted. At the shallowest sensor,
OBS 51, the model predicts that a double-frequency noise
with strong temporal variability should be evident above
about 0.2 Hz. This is not borne out by the experimental spec-
tra, though, which show little temporal variation on time
scales associated with storm activity. The model also predicts
a narrow spectral gap at slightly below 0.2 Hz, although no
such gap is actually observed. During certain periods~e.g.,
yeardays 71–83!, the OBS 51 data exhibit harmonics with
spacing of about 0.1 Hz in the band 0.2–0.6 Hz. Kibblewhite
and Wu28 have suggested the existence ofmth-frequency mi-
croseisms (m.2), which, like the double-frequency mi-
croseisms, are produced by nonlinear interactions. Although
Kibblewhite and Wu indicate that themth-frequency mi-
croseisms will generally be negligible, they are perhaps evi-
dent in our data. Or, as pointed out by reviewers of this
paper, the harmonics could be caused by shear-wave modes
in the sediment or by nonlinear instrument response.

B. Effect of changing wave conditions on the double-
frequency noise field

As discussed above, there is good overall agreement be-
tween the predicted spectral levels at most frequencies in the
band of double-frequency microseisms. In this section we
perform more detailed comparisons for selected times during
ECONOMEX with differing wind and wave conditions.27,29

Figure 12 shows an example of a case where there is
particularly good agreement between the predictions and the
measurements. The data are for OBS 61, the 2600 meter site.
Figure 13 shows similar results at OBS 63, the 443 meter
site. Shown with the spectra are the calculations of both the
wave-height power spectrumV~v/2! and the spreading inte-
gral I 33 from the appropriate SWADE data. While the pre-
dicted and observed levels at a given frequency may differ
up to 5 dB, there is generally good correspondence between
the two. It is interesting that in many of the comparisons
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small peaks exist in the observed levels which are present in
the predictions at the same frequencies but with different
magnitudes. One can see from the inputs that the spreading
integral plays a key role in determining the shape and mag-
nitude of the predicted spectra. These two figures represent
particularly good agreement between predicted and observed
spectra.

More typical of the level of agreement are Figs. 14 and
15, where we can see close agreement at frequencies around
the spectral peak, but differences away from the peak of 5 or
more dB is sometimes evident. In general, the overall spec-
tral shape is correctly predicted, but the peak is broader or
narrower in the observed spectra, giving rise to large differ-
ences in the high-slope region on the low-frequency side of
the peak. In the predictions from the shallow site, there is a

tendency to predict levels that are too high in the band 0.1
Hz to 0.2 Hz. Since this band corresponds to the peak in the
bottom response in the shallow case, errors in the bottom
model may account for this difference.

The observations show an increase in noise level with
wave height, and good agreement between observations and
predictions at moderate~;1 to 3 m! wave heights is evident
in Figs. 12–15. At very low predicted noise levels, which
correspond to times of low wave height, there is a disparity
between predictions and observations. An example of this is
the developing wave field of the early hours of January 27 at
Discus E, as depicted in Fig. 16. As one can see in Figs. 17
and 18, agreement is good at frequencies corresponding to
the peak in the predictions as the wave field develops, but the
low levels predicted away from the peak are not confirmed
by observation. A possible cause of the error in the predic-

FIG. 12. ~a! Observed~solid line! and predicted~dashed line! spectral levels
for 1/27/91 at 1800 hours, in dBre 1 mPa2/Hz. Observed spectrum is from
the OBS 58 differential pressure gauge~DPG!. Predicted spectrum is based
on data from the Discus E buoy.~b! Wave height power spectrum in dB,
10 logV2(v/2), whereV~v/2! has units m2/Hz. ~c! Spreading integral in dB,
10 logI33(v/2).

FIG. 13. ~a! Observed~solid line! and predicted~dashed line! spectral levels
of 2/23/91 at 1400 hours, in dBre 1 mPa2/Hz. Observed spectrum is from
the OBS 63 DPG. Predicted spectrum is based on data from the Discus C
buoy.~b! Wave height power spectrum in dB, 10 logV2(v/2), whereV~v/2!
has units m2/Hz. ~c! Spreading integral in dB, 10 logI33(v/2).

FIG. 14. ~a! Observed~solid line! and predicted~dashed line! spectral levels
for 2/23/91 at 0700 hours, in dBre 1 mPa2/Hz. Observed spectrum is from
the OBS 58 DPG. Predicted spectrum is based on data from the Discus E
buoy.~b! Wave height power spectrum in dB, 10 logV2(v/2), whereV~v/2!
has units m2/Hz. ~c! Spreading integral in dB, 10 logI33(v/2).

FIG. 15. ~a! Observed~solid line! and predicted~dashed line! spectral levels
for 2/27/91 at 1500 hours, in dBre 1 mPa2/Hz. Observed spectrum is from
the OBS 63 DPG. Predicted spectrum is based on data from the Discus C
buoy.~b! Wave height power spectrum in dB, 10 logV2(v/2), whereV~v/2!
has units m2/Hz. ~c! Spreading integral in dB, 10 logI33(v/2).
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FIG. 16. Meteorological data as measured at Discus E on 1/27/91.~a! Wind
vector. The direction of the arrow indicates the direction of the wind, with a
downward arrow indicating a wind from the west. The magnitude of the
arrow indicates the wind speed with the wind speed scale given on the
vertical axis.~b! Wind speed and wave height.

FIG. 17. ~a! Observed~solid line! and predicted~dashed line! spectral levels
for 1/27/91 at 0600 hours, in dBre 1 mPa2/Hz. Observed spectrum is from
the OBS 58 DPG. Predicted spectrum is based on data from the Discus E
buoy.~b! Wave height power spectrum in dB, 10 logV2(v/2), whereV~v/2!
has units m2/Hz. ~c! Spreading integral in dB, 10 logI33(v/2).

FIG. 18. ~a! Observed~solid line! and predicted~dashed line! spectral levels
for 1/27/91 at 0900 hours, in dBre 1 mPa2/Hz. Observed spectrum is from
the OBS 58 DPG. Predicted spectrum is based on data from the Discus E
buoy.~b! Wave height power spectrum in dB, 10 logV2(v/2), whereV~v/2!
has units m2/Hz. ~c! Spreading integral in dB, 10 logI33(v/2).

FIG. 19. Meteorological data as measured at Discus E on 3/04/91.~a! Wind
vector. The direction of the arrow indicates the direction of the wind, with a
downward arrow indicating a wind from the west. The magnitude of the
arrow indicates the wind speed with the wind speed scale given on the
vertical axis.~b! Wind speed and wave height.
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tions at low wave heights is the assumption of spatial homo-
geneity of the source wave field. Under very low local wave
height conditions, it is possible for a much stronger wave
field at some distance to dominate the noise field, thus mak-
ing the predictions made from the local wave field very
much in error. Another possible cause of the differences un-
der low wave height conditions is the existence of an un-
known source mechanism generating acoustic energy, whose
noise is normally dominated by that caused by orbital mo-
tion. Under low source strength conditions for the orbital
motion noise, this presumed source may now dominate, giv-
ing rise to the errors noted above. The predictions in general
are in reasonably close agreement when measured significant
wave height is above about 1 meter. For the period of the
ECONOMEX data, roughly 77% of the wave height mea-
surements are above this threshold.

FIG. 20. ~a! Observed~solid line! and predicted~dashed line! spectral levels
for 3/04/91 at 1000 hours, in dBre 1 mPa2/Hz. Observed spectrum is from
the OBS 58 DPG. Predicted spectrum is based on data from the Discus E
buoy.~b! Wave height power spectrum in dB, 10 logV2(v/2), whereV~v/2!
has units m2/Hz. ~c! Spreading integral in dB, 10 logI33(v/2).

FIG. 21. Meteorological data as measured at Discus E on 2/22/91–2/23/91.
~a! Wind vector. The direction of the arrow indicates the direction of the
wind, with a downward arrow indicating a wind from the west. The magni-
tude of the arrow indicates the wind speed with the wind speed scale given
on the vertical axis.~b! Wind speed and wave height.

FIG. 22. ~a! Observed~solid line! and predicted~dashed line! spectral levels
for 2/23/91 at 0300 hours, in dBre 1 mPa2/Hz. Observed spectrum is from
the OBS 58 DPG. Predicted spectrum is based on data from the Discus E
buoy.~b! Wave height power spectrum in dB, 10 logV2(v/2), whereV~v/2!
has units m2/Hz. ~c! Spreading integral in dB, 10 logI33(v/2).

FIG. 23. ~a! Observed~solid line! and predicted~dashed line! spectral levels
for 2/23/91 at 0400 hours, in dBre 1 mPa2/Hz. Observed spectrum is from
the OBS 58 DPG. Predicted spectrum is based on data from the Discus E
buoy.~b! Wave height power spectrum in dB, 10 logV2(v/2), whereV~v/2!
has units m2/Hz. ~c! Spreading integral in dB, 10 logI33(v/2).
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We can see from the data of March 4~with meteorologi-
cal conditions shown in Fig. 19 and observed and predicted
spectra seen in Fig. 20! that the predictions again deviate at
very high wave height conditions corresponding to strong
winds at relatively constant direction, with the predictions
being higher than the observations. The disagreement at fre-
quencies corresponding to the peak is up to 10 dB under
these conditions. There is, however, the same general trend
in the observed noise data as exists in the predictions, that of
higher levels at higher wave heights and wind speeds. This
would tend to indicate the wave directional spectral estimate
provided by the MEM technique is overestimating the
spreading at these high wave heights. Alternative empirical
models, which are based on strong, steady winds, predict less
spreading under these conditions than do the MEM estimates
~Fig. 9!. The observations match the predictions fairly well

in the region of frequencies above the peak under high wave
height conditions.

The predictions agree quite well with the observed data
under conditions of changing wind direction. We can con-
sider the wind shift of February 23 at 0200, depicted in Fig.
21, as typical. The observed and predicted noise levels for
subsequent times are shown in Figs. 22–24. The observed
noise spectrum changes with time roughly as the predicted
spectrum does. Of particular note is the broad peak in the
observed spectrum at 0400, and the higher levels seen at the
peak from 0300–0500. Again the spreading integral plays a
major role in determining the spectral shape.

It is also interesting to examine the predictions and ob-
servations during a time of highly variable conditions such as
those of the afternoon of January 27, which were depicted in
Fig. 16. Observations and predictions are seen in Figs. 12
and 25, for 1800 and 1500, respectively. Again we see rela-
tively close agreement, with the increased spreading adding
to the noise as the wave height diminishes to keep the overall
noise level fairly constant.

V. CONCLUSIONS

ECONOMEX has provided a unique opportunity to
compare ULF noise spectra recorded in different water
depths over a 10 week period. The experimental results, and
the accompanying model predictions, clearly demonstrate
that surface-wave orbital motion is the primary cause of
noise in the frequency band 0.02–2 Hz. The fact that the
model predictions hold well under conditions of changing
wind direction, for which the double-frequency noise is en-
hanced, demonstrates that wind turbulence acting on the sea
surface~which would depend on the wind speed but not the
direction! is not a significant mechanism of ULF/VLF sound
generation.

The surface-wave motion generates noise via two dis-
tinct mechanisms. These are referred to as single-and double-
frequency noise fields. The former is due to linearly gener-
ated pressure fluctuations following a single surface
wavetrain, while the latter results from nonlinear interaction
between opposing surface wavetrains. Both mechanisms are
clearly evident in the ECONOMEX data.

The single-frequency noise field is strongest at the shal-
lowest sensor~95 m!. Levels as high 160 dBre 1 mPa2/Hz
were measured, and there appears to be generation of higher
harmonics by finite amplitude effects. The intensity and peak
frequency of the single-frequency noise decreases rapidly
with depth, as would be expected. The single-frequency
noise exhibits little temporal variability, relative to the sur-
face wave spectra.

The double-frequency noise field is observed at all
depths and exhibits little depth dependence. Also, unlike the
single-frequency counterpart, the temporal variations in the
double-frequency noise closely track the surface-wave spec-
tra, except at the shallowest sensor. Because the peak fre-
quency of the single-frequency noise diminishes with depth,
whereas the peak of the double-frequency noise is relatively
constant, a spectral gap whose width increases with depth is
observed.

FIG. 24. ~a! Observed~solid line! and predicted~dashed line! spectral levels
for 2/23/91 at 0500 hours, in dBre 1 mPa2/Hz. Observed spectrum is from
the OBS 58 DPG. Predicted spectrum is based on data from the Discus E
buoy.~b! Wave height power spectrum in dB, 10 logV2(v/2), whereV~v/2!
has units m2/Hz. ~c! Spreading integral in dB, 10 logI33(v/2).

FIG. 25. ~a! Observed~solid line! and predicted~dashed line! spectral levels
for 1/27/91 at 1500 hours, in dBre 1 mPa2/Hz. Observed spectrum is from
the OBS 58 DPG. Predicted spectrum is based on data from the Discus E
buoy.~b! Wave height power spectrum in dB, 10 logV2(v/2), whereV~v/2!
has units m2/Hz. ~c! Spreading integral in dB, 10 logI33(v/2).
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Most features of the data are well predicted by the
theory of Cato,2,3 which we have extended to accommodate a
horizontally stratified ocean and seabed. Some of the dis-
crepancies between the data and predictions may be attribut-
able to lateral variability in the environment, particularly
since the experiment was performed in a continental shelf/
slope region. More sophisticated modeling efforts, account-
ing for lateral variation in the ocean and seabed as well as the
source function~i.e., the surface-wave field!, should improve
agreement with the data.

The importance of the wave-directional spectrum in de-
termining the overall noise level is apparent from this study.
Any models based on empirical relationships using wind
speed as their input would have to also include the growth
and decay of the wave field resulting from changing wind
direction. Models that predict directional wave spectra from
a knowledge of wind speed alone are doomed to failure in
general, due to their assumption of a fully developed wave
field, and to the changing nature of the true wave field.

This work has also demonstrated the key role played by
the propagation environment, particularly the geoacoustic
bottom model, in determining the overall levels and shape of
the acoustic noise spectrum at extremely low frequencies.
This observation is consistent with the work of Schmidt and
Kuperman.30 Hence it is imperative that the propagation en-
vironment be taken into account if one wishes to compare
actual source levels between two different locations. Other-
wise differences in the bottom site characteristics could
cloud important correlations or lead to incorrect conclusions.
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APPENDIX: DETERMINATION OF THE SURFACE-
WAVE DIRECTIONAL SPECTRUM

In this Appendix we consider the angular resolution
available from the SWADE Discus buoys. Longuet-Higgins
et al.17 were the first to investigate the angular response of
such pitch and roll buoys. They pointed out that if the wave-
lengths of the sea surface motion are large with respect to the
buoy diameter, the buoy tends to have the same motion and
orientation as the surface. Then, if the vertical displacement
and the two angles of pitch and roll are measured, one has
three time series: the vertical displacementz, and its spatial
derivatives]z/]x and]z/]y. We denote these three quanti-
ties asj1 , j2 , andj3 , respectively, in the following discus-
sion.

The vertical displacement may be represented using the
following stochastic integral:

j15ReE
S

exp@ i ~kxx1kyy2vt !#dS. ~A1!

Then, since (kx ,ky)5(k cosa, ksina), we can write our
other two time series as

j25ReE
S
ik cosa exp@ i ~kxx1kyy2vt !#dS,

~A2!
j35ReE

S
ik sina exp@ i ~kxx1kyy2vt !#dS.

Next we form co-spectraCi j (v) and quadrature spectra
Qi j (v) from the time seriesj i andj j , finding

C11~v!5E
0

2p

F~v,a!da,

C22~v!5E
0

2p

k2 cos2 aF~v,a!da,

C33~v!5E
0

2p

k2 sin2 aF~v,a!da,

~A3!

C23~v!5E
0

2p

k2 cosa sinaF~v,a!da,

Q12~v!5E
0

2p

k cosaF~v,a!da,

Q13~v!5E
0

2p

k sinaF~v,a!da,

whereF(v,a)5V(v)G(v,a) is the frequency-directional
spectrum of the sea surface elevation. The Fourier coeffi-
cients ofF(v,a) are defined as

an~v!1 ibn~v!5
1

p E
0

2p

einaF~v,a!da, ~A4!

where

F~v,a!5
1

2
a01 (

n51

n5`

@an cos~na!1bn sin~na!#. ~A5!

Now we can see that the right-hand sides of Eq.~A3! are
related to these Fourier coefficients as follows:

a0~v!5
1

p
C11~v!,

a1~v!5
1

pk
Q12~v!, b1~v!5

1

pk
Q13~v!, ~A6!

a2~v!5
1

pk2 @C22~v!2C33~v!#, b2~v!5
2

pk2 C23~v!.

The pitch and roll buoy hence provides the first five coeffi-
cients in the Fourier series describing the directional spec-
trum of the sea surface elevation, each coefficient being a
function of frequencyv. We must now use these five Fourier
coefficients to find estimates of the wave-height power spec-
trum V~v! and the directionality functionG(v,a).
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Our estimate of the wave-height power spectrum is ob-
vious from inspection of Eq.~A5! and our definition of the
co-spectra:

V~v!5E
0

2p

F~v,a!da5pa0~v!5C11~v!. ~A7!

The best estimate for the directional spectrum is not as
simple. An obvious choice would be to try the truncated sum

G~v,a!5
1

2p
1

1

pa0
~a1 cosa1b1 sina1a2 cos 2a

1b2 sin 2a!. ~A8!

This sum is actually a convolution of the true directional
spectrum with a weighting function, and considerable
smoothing results in the estimated spectrum. Unfortunately,
calculations of the spreading integral,I 33 @Eq. ~9!#, made
using this type of directional spectrum estimate can be
shown to be in error by factors as large as 103.27 Other
weighted averages of the first five Fourier coefficients can be
made, but they also produce an unrealistically smooth esti-
mate.

Several investigators have fit empirical curves to mea-
sured directional spectra. Longuet-Higginset al. have sug-
gested the wave directional spectra fit the form17

G~v,a!}ucos2s~a/2!u ~A9!

where the spreading parameters is a function of frequency
and wind speed. Kibblewhite and Wu31 used an empirical
relationship to finds based on the wind speed and frequency,
and then calculatedI 33 analytically. One could also match the
measured first five Fourier coefficients to the first five Fou-
rier coefficients of the empirical spectrum cos2sa/2 to esti-
mate the parameters, as suggested by Longuet-Higgins
et al.,17 and hence calculateI 33. However, the data used to
develop the empirical formula are generally taken under con-
ditions of steady wind speed and direction. In our field data,
the wind speed and direction can vary significantly, giving
rise to wave fields with different directionality, and in gen-
eral a broader directional spectrum than that predicted by the
empirical formula. Therefore, we would expect predictions
of I 33 calculated from spectra derived from empirical formu-
las to be lower than the true value under variable meteoro-
logical conditions. In particular, if the true directional spec-
trum is bi-directional~two peaks corresponding to two wave
fields generated by winds in different directions! there can be
significant energy in opposing wave directions which is not
predicted by the cosine power curve. Donelanet al.32 have
suggested a better fit to the data is found in a sech2 ba dis-
tribution with b being the spreading parameter, but estimates
of I 33 based on estimates ofb are also too small.

Another approach would be to use a data adaptive spec-
tral estimation technique such as the maximum-likelihood
method~MLM !, or the maximum-entropy method~MEM!.
These methods have the common characteristic that the first
five Fourier coefficients of the directional spectrum are used
to estimate the remaining ones. The MEM technique has
been shown by Lygre and Krogstad33 to give a much more
peaked distribution than the MLM technique, and also re-

solves bi-directional wavefields more satisfactorally.~Ex-
amples were given in Sec. II C 1.! Both of these features of
the MEM technique are important for accurate calculations
of the spreading integral. Hence MEM should give the best
results in our application.

Our algorithm for producing MEM estimates largely fol-
lows Lygre and Krogstad.33 We begin by defining a Fourier
series for the directional spectrumG(a) ~suppressing for
now the dependence onv! on the interval~2p,p! as

G~a!5
1

2p (
n52`

`

cneina, c051, c2n5cn* . ~A10!

The entropy ofG is defined by

H~G!51YE
2p

p

log~G~a!!da. ~A11!

It has been shown by Burg34 that the function maximizing
H(G) subject to the constraint that the coefficientscn equal
some knownck for k<N is

G~a!5
1

2p

ue
2

u12f1e2 ia2¯2fNe2 iNaGu2 , ~A12!

wheref1¯fN and ue
2 are obtained from the Yule–Walker

equations

F 1 c1* ¯ cN21*

c1 � � ]

] � � c1*

cN21 ¯ c1 1

G3F f1

]

]

fN

G5F c1

]

]

cN

G , ~A13!

and

ue
2512f1c1* 2¯2fNcN* . ~A14!

In our case we haveN52 with c15(a12 ib1)/a0 and c2

5(a22 ib2)/a0 . We can now solve this system of equations
to find fn in terms ofcn ,

f15~c12c2c1* !/~12uc1u2!,
~A15!

f25c22c1f1 .

Finally, we can substitute these into Eq.~A12! to find our
directional spectral estimate

G~a!5
12f1c1* 2f2c2*

2pu12f1e2 ia2f2e2iau2 . ~A16!

We now have an estimate of the angular distribution of the
wave energy at each frequency which reproduces the first
five Fourier coefficients, and uses these coefficients and the
Yule–Walker equations to extrapolate the remaining coeffi-
cients.
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In this paper, the issue of using higher-order finite difference schemes to handle the azimuthal
derivative term in a three-dimensional parabolic equation based model is addressed. The
three-dimensional penetrable wedge benchmark problem is chosen to illustrate the accuracy and
efficiency of the proposed schemes. Both point source and modal initializations of the pressure field
are considered. For each higher-order finite difference scheme used in azimuth, the convergence of
the numerical solution with respect to the azimuth is investigated and the CPU times are given.
Some comparisons with solutions obtained from another 3-D model@J. A. Fawcett, J. Acoust. Soc.
Am. 93, 2627–2632~1993!# are presented. The numerical simulations show that the use of a
higher-order scheme in azimuth allows one to reduce the required number of points in the azimuthal
direction while still obtaining accurate solutions. The higher-order schemes have approximately the
same efficiency as a FFT-based approach~in fact, may outperform it slightly!; however, the finite
difference approach has the advantage that it may be more flexible than the FFT approach for
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I. INTRODUCTION

In most realistic oceanic problems the 3-D environmen-
tal variability is weak enough to allow two-dimensional
~2-D! models to correctly predict sound propagation. The
underlying assumption of any 2-D model is that the coupling
of the propagating energy from one vertical plane to another
is negligible. Models which perform 2-D computations in
adjacent planes centered on the source are referred to as N
32-D or pseudo-3-D in the literature. Nevertheless, it has
been demonstrated both experimentally and numerically
~see, for instance, Refs. 1–3! that in some particular oceanic
environments, 3-D effects cannot be neglected and full 3-D
models are thus required. The reader is referred to Ref. 4 for
an exhaustive review of the available 3-D codes based on
mode theory, parabolic equation~PE!, rays, and hybrid tech-
niques and to Ref. 5 for a specialized review of existing 3-D
PE models.

Most of the 3-D PE models have been derived to handle
an isotropic point source and are thus written in cylindrical
coordinatesr, u, z with z being the depth below the ocean
surface,u being the azimuthal angle, andr being the hori-
zontal range. In both 2-D and 3-D modeling, parabolic equa-
tions are derived using various paraxial approximations of
the same basic Helmholtz equation. They are very attractive
since their underlying algorithms march the solution outward
in range. In a three-dimensional scenario, this means the
acoustic field is known on a grid of points in depth and
azimuth at a range step and is propagated outward at the next

range step. The term that accounts for azimuthal refraction is
a differential operator with respect tou and must be incor-
porated into the resolution. The standard method consists in
splitting the 3-D PE into an N32-D part and an azimuthal
part. Though not used in all 3-D PE models,6,7 this splitting
method leads to relatively fast numerical algorithms~e.g.,
Refs. 8–10!. It offers the possibility to update any 2-D PE
code to handle azimuthal coupling, which explains its popu-
larity.

However, solving this azimuthal part~which character-
izes full 3-D computations! increases the CPU times.
Whereas the computation times are still acceptable at short
ranges and low frequencies~in comparison with any 2-D
run!, any 3-D computation can become unreasonably inten-
sive as the range increases, even at very low frequency. In-
deed, to detect any eventual 3-D effect, the user needs to
maintain the necessary arclength between adjacent angles.
This means that as the desired maximum range increases, the
required number of azimuthal points also increases and
hence the computational demand can become very large.

The azimuthal part can be solved using either Fourier-
based transformation techniques~in particular, FFTs!10,11or a
finite difference~FD! scheme.8,9 The azimuthal-FD scheme
used in these previous works is the classical second-order
approximation. The FFT is very numerically efficient; how-
ever, we will show in this paper that by implementing high-
order schemes for the azimuthal discretization, a fewer num-
ber of azimuthal points are required and accurate solutions
can be computed with an efficiency comparable to or better
than the FFT-based methods. This is important because there
are PE operator expansions for which a FD discretization can
be implemented but the FFT approach cannot be used. Also,

a!Electronic mail: frederic.sturm@insa-lyon.fr
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it may be advantageous to consider variable size FD discreti-
zations; e.g., the step size is small where there is rapid azi-
muthal variation of the solution and larger elsewhere.

This paper deals with the performance of high-order fi-
nite difference schemes to handle the azimuthal part in 3-D
PE modeling. The aim is to show that by enhancing the order
of accuracy of the FD scheme, it is possible to reduce sig-
nificantly the required azimuthal sampling and thus to sig-
nificantly improve the computational efficiency over the
standard second-order approach, while still maintaining the
accuracy of the solution.

The structure of this paper is as follows: In Sec. II, we
present the three-dimensional parabolic equation model
3DWAPE12 which we have chosen to incorporate the higher-
order azimuthal schemes and test their efficiencies. Notice
that this 3-D PE code was originally configured to use a
second-order FD scheme in azimuth. Section III deals with
the numerical method chosen to solve the inherent initial-
and boundary-value problem. More specifically, the higher-
order FD schemes used to handle the azimuthal part are pro-
posed. Ana priori discussion of their efficiencies is given.
To assess the efficiency of the method, we consider in Sec.
IV the 3-D penetrable wedge problem. The N32-D and 3-D
solutions are first compared. Three-dimensional solutions are
then compared to reference solutions in both up-slope and
cross-slope directions. The higher-order accurate FD meth-
ods are compared with the classical second-order accurate
FD method. In each case, numerical solutions and CPU times
are given and compared with the ones obtained using FFTs.
The computational efficiency of the method is demonstrated.
As a conclusion, the advantages and limitations of this
method are discussed.

II. DERIVATION OF 3DWAPE

A multi-layered waveguide composed of one water layer
andQ fluid sedimental layers is considered. The geometry of
each layer is fully three-dimensional. We work in cylindrical
coordinates. A sound field generated by a point harmonic
source of frequencyf, located atr 50 andz5zS , is consid-
ered. Assuming a gradual variation of the waveguide both in
range and azimuth, the basic equation is the following
farfield 3-D Helmholtz equation

]2p

]r 2 1
1

r

]p

]r
1r

]

]z S 1

r

]p

]zD1
1

r 2

]2p

]u2 1~k0na!2p50 ~1!

written in cylindrical coordinates, wherep is the complex
acoustic pressure andk052p f /c0 with c0 a reference sound
speed. The termsna andr represent, respectively, the com-
plex index of refraction and thez-dependent density term.
The cylindrical spreading is handled by factorizing the pres-
sure as

p~r ,u,z!5H0
~1!~k0r !v~r ,u,z!,

whereH0
(1) denotes the zeroth-order Hankel function of the

first kind. Assuming thatr 22 approximately commutes with
]/]r for r @0, Eq. ~1! can be factorized and, assuming only
outward propagation in range, the problem is reduced to an
initial- and boundary-value problem. We seek a complex-

valued functionv5v(r ,u,z), which represents the acoustic
field for r 0<r<r max, 0<u<2p, and 0<z<zmax, and
which satisfies the Cauchy problem

]v
]r

~r ,u,z!5 ik0~AQ2I!v~r ,u,z!,

~2!
v~r 5r 0 ,u,z!5v ~0!~u,z!.

The functionv (0) denotes the initial outgoing field atr 5r 0

andQ is the operator defined by

Q5I1X1Y
with I the identity operator andX, Y defined by

X5~na
221!I1

r

k0
2

]

]z S 1

r

]

]zD , ~3a!

Y5
1

k0
2r 2

]2

]u2 . ~3b!

The operatorY handles the azimuthal diffraction term. Ne-
glectingY would lead to an N32-D ~or pseudo-3-D! model
which would be unable to predict horizontal refraction of the
energy. The acoustic fieldv satisfies a pressure-release
boundary condition at the ocean surface~i.e., at z50) and
transmission conditions at each interface between mediaq
21 andq ~i.e., atz5zq(r ,u), 1<q<Q). An increasing at-
tenuation coefficient in the lower part of the domain is intro-
duced to prevent reflections from an imposed pressure-
release boundary condition atz5zmax. The acoustic fieldv
also satisfies a 2p-periodicity condition in azimuth.

Now let us turn to the approximation of the square root
~pseudo-differential! operatorAQ present in~2!. When 3-D
effects are sufficiently gradual, one can write

AQ5AI1X1 1
2Y1O~Y 2,XY!. ~4!

By neglecting the last term in term inO(Y 2,XY) in Eq. ~4!,
a linear approximation inu can be made. Following the ter-
minology usually employed, any 3-D PE based on this ap-
proximation is callednarrow-anglein azimuth. Notice that
if, as in Ref. 13, a@1/1# Padéexpansion~or any higher-order
Padéseries expansion! was used in azimuth, the approxima-
tion would be inO(Y 3) but still in O(XY). The underlying
mathematical hypothesis is thatuYvu!uXvu. The associated
physical meaning is that any horizontal deviation is small
compared to the vertical in-plane deviation of the propagat-
ing energy. This assumption is valid for 3-D sound propaga-
tion problems for which 3-D effects are slow or gradual. It is
clear that this assumption may be inappropriate for problems
with large out-of-plane deviations of the outward propagat-
ing field. For such problems, one should utilize a three-
dimensional parabolic equation that handles wide-angle
propagation in both depth and azimuth~see, for instance, the
3-D PE derived by Siegmannet al. in Ref. 14!.

The following higher-order Pade´ approximation in
depth15 can be used to approximate the square root
operator,16

AI1X5I1 (
k51

np ak,np
X

I1bk,np
X 1O~X 2np11! ~5!
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where ak,np
5@2/(2np11)#sin2(kp/2np11), bk,np

5cos2(kp/2np11) for 1<k<np . Notice that complex val-
ues of the Pade´ coefficients can also be used as in Ref. 17 to
attenuate Gibb’s oscillations when range-dependent environ-
ments are considered. This expansion effectively allows for
very-wide-angle propagation in depth, the angular limitation
depending on the numbernp of Padéterms included in the
truncated series. It can be extended to model energy at angles
of nearly690° vertically with respect to the horizontal. By
neglecting last term on both right-hand sides of Eqs.~4! and
~5!, we obtain the following Cauchy problem

]v
]r

~r ,u,z!5 ik0S (
k51

np ak,np
X

I1bk,np
X 1

1

2
YD v~r ,u,z!,

~6!
v~r 5r 0 ,u,z!5 ṽ ~0!~u,z!,

whereṽ (0) is an initial field consistent with the paraxial ap-
proximation used~see Ref. 18 for more details!. This last
parabolic equation accounts for refraction effects in the depth
direction which are of higher order than those in the azi-
muthal direction. Thus, the resulting 3-D PE model has a
very-wide-anglecapability in depth ~hence the acronym
3DWAPE! and anarrow-anglecapability in azimuth. Notice
that using the following linear approximation both in depth
and in azimuth,

AI1X5I1 1
2X1O~X 2!, ~7!

leads to the standard 3-D narrow angle parabolic equation
proposed by Tappert in Ref. 19:

]v
]r

5
ik0

2
~na

221!v1
i

2k0

]2v
]z2 1

i

2k0r 2

]2v
]u2 . ~8!

For the particular valuenp51, the parabolic equation given
in ~6! reduces to the Claerbout wide-angle~in depth! PE
which can be written as

]v
]r

~r ,u,z!5 ik0S 1
2 X

I1 1
4 X

1
1

2
YD v~r ,u,z! ~9!

and which is considered accurate for propagation angle
within 635° off the horizontal. The three-dimensional code
written and used by Fawcett in Ref. 10 is based on Eq.~9!. In
the next sections, we will refer to this second three-
dimensional code asFFTPE.

For any of the three equations~6!, ~8!, and~9!, one can
use either Fourier-based transformation techniques~FFTs! or
a finite difference scheme to handle the azimuthal derivative
term. Any Fourier-based transformation technique can be use
directly on each of the three previous parabolic equations
since the index of refraction term and the azimuthal deriva-
tive term are separated in each equation. However, it is im-
portant to note that there are some paraxial approximations
of the square root operator that are not amenable to FFTs
treatments. For instance, if we denote byZ the depth-
derivative operator

Z5
r

k0
2

]

]z S 1

r

]

]zD ,

then the square root operatorAQ can be rewritten as

AQ5AI1~na
221!I1Z1Y5naAI1na

22~Z1Y!,

and leads to the following parabolic equation:20

]v
]r

5 ik0~n21!v1
i

2k0n

]2v
]z2 1

i

2k0nr2

]2v
]u2 . ~10!

Notice that this latter equation can be considered as a 3-D
extension of thec0-insensitive 2-D PE given in Ref. 19, Eq.
~1.23b!. The reader is referred to Refs. 21 and 22 for more
recent works and discussions onc0-insensitive parabolic
equations. Notice, however, that Eq.~10! is amenable to fi-
nite difference schemes.

III. NUMERICAL DISCRETIZATION

The previous initial- and boundary-value problem given
by ~6! is numerically solved using an alternating direction
method.8,9,16The first step is to split the 3-D parabolic equa-
tion into the following system:

]v
]r

~r ,u,z!5 ik0S (
k51

np ak,np
X

I1bk,np
XD v~r ,u,z!, ~11a!

]v
]r

~r ,u,z!5
i

2k0r 2

]2v
]u2 ~r ,u,z!. ~11b!

Let Dr , Du, andDz be the increments respectively in range,
in azimuth, and in depth. We denote

v i , j
n 5v~r n ,u i ,zj !, 1<n<Nr , 1< i<M , 1< j <N,

where r n , u i , and zj are the cylindrical coordinates of a
mesh point, andNr , M, and N are integers indicating the
maximum number of mesh points respectively in range, azi-
muth, and depth. Each of these equations can now be solved
separately at any discrete ranger n , 1<n<Nr . If one wishes
to use the N32-D approach, then only the equation~11a! is
solved at each single range step. We note that a marching
algorithm based on the split-step Fourier~SSF! technique in
both depth and azimuth could also be used,11 since both dif-
ferential ~in depth and azimuth! operators have been sepa-
rated from the index of refraction term.

A. Solving the N Ã2-D part

Equation~11a! is solved by using a Crank–Nicolson in-
tegration in range and an accurate finite-element/Galerkin
method in depth. As we have consideredN discrete points in
z andM discrete points inu, the resulting computation pro-
cedure requires the inversion, at each single range step, ofM
algebraic linear systems of orderN. A piecewise linear finite-
element approximation in depth is used. The resulting matri-
ces ~each of orderN! are all tridiagonal. Each set of linear
equations is solved using a fast and robust Gaussian algo-
rithm optimized for tridiagonal matrices, which requires a
number of arithmetic operationsN op

G being asymptotically of
the order ofN, i.e., N op

G 5O(N). The computing cost~in
terms ofN op

G ) is thus very efficient in comparison with the
classical Gaussian algorithm for full matrices of orderN, for
which the number of arithmetic operations is inO(N3). No-
tice that when selectingnp terms in the Pade´ development of
Eq. ~11a!, each inversion must be repeatednp times. Conse-
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quently, for each single range step, the number of arithmetic
operationsN op

(a) required becomes asymptotically

N op
~a!5O~npMN!.

Thus, the total number of arithmetic operationsN op
N32D re-

quired to solve Eq.~11a! for all discrete rangesr n , 1<n
<Nr , is

N op
N32D5Nr3N op

~a!

and is asymptotically given by

N op
N32D5O~npNrMN!. ~12!

B. Higher-order FD schemes in azimuth

In this section, the problem of solving Eq.~11b! is con-
sidered. Among the existing numerical techniques, one of the
widely used is based on a finite-difference~FD! scheme in
azimuth coupled with a Crank–Nicolson-type range-stepping
procedure. The three-point stencil scheme given as

]2v
]u2U

i , j

n

5
v i 11,j

n 22v i , j
n 1v i 21,j

n

Du2 1O~Du2! ~13!

can be used. This scheme corresponds to a centered FD
scheme of second-order of accuracy. In order to optimize the
discretization in theu-direction, one can also use any higher-
order centered FD formula. Assuming enough regularity on
solution v with respect to the azimuthal variable up to the
order 2,, we can prove, using Taylor’s expansion, that

]2v
]u2U

i , j

n

5
(k51

, gkv i 1k, j
n 2kv i , j

n 1(k51
, gkv i 2k, j

n

Du2

1O~Du2,! ~14!

with k52(k51
, gk and withg1 ,g2 ,...,g, satisfying

g1122g21¯1~,21!2g,211,2g,51,

g1124g21¯1~,21!4g,211,4g,50,

g1126g21¯1~,21!6g,211,6g,50,

]

g1122,g21¯1~,21!2,g,211,2,g,50.

This (2,11)-point stencil scheme corresponds to a higher-
order centered FD scheme and can be seen as an extension of
the second-order FD scheme given in Eq.~13!. Indeed, se-
lecting ,51, we obtaing151 andk52 and then Eq.~14!
reduces to Eq.~13!. For increasing value of the parameter,,
the scheme is more accurate. It is hoped that by using a
higher-order FD scheme in azimuth we will be able to sig-
nificantly reduce the azimuthal sampling. As the mesh hasN
points inz andM points inu, the numerical resolution of Eq.
~11b! using any higher-order centered FD scheme given in
Eq. ~14! requires the inversion, at each single range step, of
N algebraic linear systems of orderM with entries in the
upper right and lower left corners of the banded matrices to
account for the continuity condition in azimuth. For the sake
of simplicity let us concentrate on a three-dimensional prob-
lem symmetric aboutu50. The resulting matrices obtained

using any higher-order FD formula in azimuth are all banded
matrices with no additional terms due to the symmetry con-
dition. Denoting these matricesB5(bi j )1< j , j <M , it follows
that

bi j 50 when j . i 1, or i . j 1,.

The bandwidth ofB depends on the parameter, ~cf. Table I!.
Notice that the coefficient given in Eq.~11b! only depends
on the range variable. Thus, the resulting matrices depend
only on the discrete ranges. To take advantage of this prop-
erty, we replace the Gaussian algorithm by aLU-
decomposition and by a forward- and back-substitution. At
each single range step, we first complete theLU-
decomposition and once we have it, we solve the resulting
matrix system, one at a time, with each of theN right-hand
side vectors. Consequently, for each single range step, the
number of arithmetic operationsN op

(b) required to invert the
N algebraic linear systems of orderM writes asymptotically

N op
~b!5O~,2M1,NM!, ~15!

where the first term on the right-hand side of Eq.~15! corre-
sponds to the number of arithmetic operations required to
perform the LU-decomposition and the second term, the
number of operations for the forward- and back-substitution
for theN systems. The computational cost~in terms ofN op

(b))
is still small in comparison with the one needed for full
matrices of orderM on condition,!M . Notice that for,
!N, the computational cost needed to perform the forward-
and back-substitution at each discrete range step is predomi-
nant in comparison with the computing cost needed to com-
plete theLU-decomposition. Thus, the total number of arith-
metic operationsN op

u required to solve Eq.~11b! for all
discrete rangesr n , 1<n<Nr , is

N op
u 5Nr3N op

~b!

and is asymptotically given by

N op
u 5O~Nr~,2M1,NM!!. ~16!

In summary, the total number of arithmetic operationsN op
3D

required in solving both Eqs.~11a! and~11b! for all discrete
ranges is

N op
3D5N op

N32D1N op
u . ~17!

Suppose that using a FD scheme of order,1 (,2) we need
M1 (M2) discrete points in azimuth to get an accurate solu-
tion. Selecting,2 larger than,1 will lead to M2,M1 . Now
let us consider the CPU time which can be estimated consid-
ering N op

3D . Both N op
N32D and N op

u will accordingly be re-
duced linearly with respect toM. Unfortunately, using,2

.,1 introduces additional arithmetic operations~to perform
the inversions of the resulting matrices with larger band-

TABLE I. Characteristics of several FD schemes in azimuth.

, FD scheme Stencil Matrix structure

1 second-order 3 points tri-diagonal
2 fourth-order 5 points penta-diagonal
3 sixth-order 7 points hepta-diagonal
4 eighth-order 9 points nano-diagonal
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width!. Hence we will observe an increase ofN op
u ~mainly

linear with ,!N as seen previously! with respect to,. Al-
though it is difficult to state definitelya priori whether the
total CPU time ~estimated byN op

3D) will be increased or
reduced, we believe that the reduction of the azimuthal sam-
pling will be significant enough that the additional operations
introduced will be negligible.

IV. NUMERICAL SIMULATIONS

To assess the relative efficiencies of the various three-
dimensional PE implementations, we consider the three-
dimensional penetrable wedge problem which is now a
benchmark problem.2,10,11,23The numerical simulations were
performed on a 552-MHz mono-processor HP-workstation
C3600. Neither vectorization option nor parallel computing
have been used. Except when specified explicitly otherwise,
all the following numerical results have been obtained run-
ning 3DWAPE.

A. Description of the test case

The environment consists of a nonattenuating isoveloc-
ity water column,cw51500 m/s, over an isovelocity half-
space bottom,csed51700 m/s. The water/bottom interface
parametrization is given byzsed(r ,u)5 z̃sed(x,y) with x
5r cosu, y5r sinu and

z̃sed~x,y!5H 200~12x/4000! if uxu<3600,

20 if x>3600,

380 if x<23600.

The depth of the water column decreases with increasingx
values. It is constant with respect to they-coordinate. In cy-
lindrical coordinates, it makes an angle of 2.86° with respect
to the ocean surface atu50° and has a zero-slope at both
u590° andu5270° which we will refer to as cross-slope
directions~cf. Fig. 1!. The density changes atz5zsed(r ,u)
from rw51 g/cm3 in the water torsed51.5 g/cm3 in the
sediment. The bottom attenuation isased50.5 dB/l. An iso-
tropic point source is placed at ranger S50 and depthzS

5100 m. The water depth at the source position is 200 m.
The source frequency is 25 Hz. For a constant 200-m water

depth, this waveguide has three propagating modes. We use
an artificial absorbing layer fromzabs5450 m to zmax

5600 m with a depth-dependent attenuation coefficient
aabs(z) given by aabs(z)5ased1gabs3(z2zabs) for zabs<z
<zmax with gabs50.05 (dB/l)/m. The maximum range of
computation isr max524 km. The reference sound speed is
c051500 m/s.

B. Comparison of N Ã2-D and 3-D solutions

We have calculated the N32-D and 3-D solutions of the
three-dimensional wedge problem using the numerical model
3DWAPE. For both calculations, we have used the same
values for the depth and range increments (Dr 510 m and
Dz51 m). The 3-D solution shown hereafter has been ob-
tained using a second-order accurate FD scheme in azimuth
with M523 040 points. Notice that the N32-D solution has
been calculated using only 360 points in azimuth, which
seems reasonable for a horizontal plot of the N32-D field.
Gray-scale images of the transmission loss~TL! ~horizontal
slices at constant depthz530 m) corresponding to N32-D
and 3-D calculations are shown in Fig. 2. Due to the geo-
metrical symmetry of the problem about the upslope direc-
tion, both N32-D and 3-D solutions are displayed in Fig. 2
as a function of range and azimuth in a limited azimuthal
sector, i.e., for 0°<u<180°.

Recall that when calculating the N32-D solution, only
Eq. ~11a! is solved. Notice that any N32-D solution can be
u-dependent if the propagation problem is different from one
vertical plane to another. This is the case in the present test
case since the bottom slope varies with the azimuth. Though
the N32-D solution includesu dependence, no 3-D effects
due to out-of-plane propagation are present. On the contrary,
when calculating the 3-D solution, both Eqs.~11a! and~11b!
are solved. Thus, due to the azimuthal coupling term in Eq.
~11b!, out-of-plane phenomena does appear at various
ranges, leading, in the vicinity of the cross-slope direction
and at long ranges, to realistic shadow zone and interference

FIG. 1. Geometry of the 3-D~truncated! wedge shaped waveguide. The
point sourceS is located above the sloping bottom.

FIG. 2. Transmission loss~horizontal slices at constant depthz530 m)
corresponding to N32-D ~upper subplot! and 3-D~lower subplot! calcula-
tions. Both solutions have been obtained using3DWAPE.
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patterns not predicted by a N32-D calculation. Comparing
the two subplots of Fig. 2, we observe that the differences
between the N32-D and 3-D solutions are less for receivers
away from the cross-slope direction. We display in Fig. 3
gray-scale images of the transmission loss~vertical slices,
across-slope atu590°) corresponding to the N32-D ~upper
subplot! and 3-D ~lower subplot! calculations. TL-versus-
range curves corresponding toz530 m and u590° are
shown in Fig. 4. After a few kilometers from the source in
the across-slope direction, the differences between the N
32-D and 3-D solutions become more and more pro-
nounced as the ranger increases. The 3-D effects correspond
to intramodal interference effects and can be explained as
follows. For a CW-point source emitting atf 525 Hz in a
200-m-deep waveguide, three propagating modes are excited
at the source position. The geometry of the waveguide in the
cross-slope direction~characterized by a zero-slope! is seen
by any 2-D or N32-D model as a classical Pekeris wave-
guide. Hence, the three initial propagating modes are present
in the cross-slope direction for 0<r<r max. Now, calculating
the solution using a 3-D model, the initial propagating modes
are horizontally refracted down the slope. Hence, for ranges
approximately less than 11 km, three modes are present.
Then, due to the 3-D mode shadowing effect of mode 3, only
two modes are present forr>11 km ~approximately! until
r'17 km. Afterr'17 km, there is a mode shadowing effect

of mode 2, and only mode 1 is present. The interference
pattern in the 3-D solution starting atr'18 km corresponds
to the 3-D mode self-interference effect of mode 1; that is,
there is more than one modal ray path arrival for mode 1 at
these points. For all the simulations shown previously, we
have used one Pade´ term in Eq. ~11a!. Hence, both N
32-D and 3-D solutions correspond to a third-order
Claerbout-type wide-angle approximation in depth. It is now
interesting to see to what extent the use of higher-order ap-
proximations in depth is meaningful when processing 3-D
computations. This is examined by3DWAPE with various
values of the parameternp in Eq. ~11a!. We compare in Fig.
5 the 3-D solutions corresponding to different wide-angle
approximations in depth. The solid curve corresponds to a
third-order Pade´ 1 approximation (np51) and the dashed
curve to a fifth-order Pade´ 2 approximation (np52). Also
shown in the same plot in dashed-dotted line is the 3-D PE
solution corresponding to the narrow-angle Tappert’s ap-
proximation in depth. The two solutions corresponding to
np51 andnp52 agree extremely well. This is not surprising

FIG. 3. Transmission loss~vertical slices at constant azimuthu590° across
slope! corresponding to N32-D ~upper plot! and 3-D~lower subplot! cal-
culations. Both solutions have been obtained using3DWAPE.

FIG. 4. Transmission loss curves for a receiver at depthz530 m alongu
590° ~across-slope! corresponding to 3-D~bold-solid line! and N32-D
~dashed line! calculations. Both solutions have been obtained using
3DWAPE.

FIG. 5. Transmission loss curves atz530 m andu590° ~across-slope! for
the 3-D solutions obtained running3DWAPE with np51 ~solid curve!, with
np52 ~dashed curve! and with a narrow-angle approximation~dashed-
dotted curve!.
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since their limitations in depth exceed the critical grazing
angleqc'28°.

It would be interesting to analyze the influence on sound
propagation of using a wide-angle approximation in azimuth.
Though this question has not been yet studied quantitatively
~and thus remains a question of interest!, we are confident
that for the penetrable wedge problem considered in this pa-
per, the use of a narrow-angle approximation in azimuth is
sufficient to accurately describe all the 3-D effects. Indeed,
predicting the horizontal refraction effects using adiabatic
mode theory,24 the horizontal deviation of the energy is rela-
tively slow, the 3-D effects predicted being in good agree-
ment with the ones obtained with a 3-D PE model.10

C. Convergence tests using a second-order FD
scheme in azimuth

One difficult and time-consuming issue in performing
3-D computations is to know whether or not the discrete
solution is close enough to the exact solution. In practice the
user needs to perform some convergence tests, i.e., the 3-D
model is run several times using different range, azimuthal,
and depth increments until the numerical solution starts to
stabilize. On the one hand, the values ofDr andDz required
for accurate 3-D computations can be determined using a
non-time-consuming N32-D model. For the present 3-D
wedge problem, we have foundDr 510 m andDz51 m,
i.e., Dr 5l/6 and Dz5l/60 wherel denotes the acoustic
wavelength. On the other hand, the convergence tests with
respect to the azimuthal discretization require much more
effort. We first use the second-order FD scheme in azimuth
given in Eq.~13! ~the use of higher-order azimuthal schemes
will be discussed later! with the convergence tests being car-
ried out following the method proposed in Ref. 23: The
3DWAPE method is run usingDu50.125° ~i.e., M
52880). This starting value ofDu corresponds to an ar-
clength incrementDS of the order ofl at the maximum
computation ranger max. Then we refineDu as many times as
necessary until no significant variation is observed for a
smaller azimuthal increment. Convergence has been
achieved usingM523040, i.e., Du'0.0156°. This azi-
muthal increment corresponds to an arclength incrementDS
of the order ofl/10 at r max. The solutions corresponding to
M52880,M55760,M511 520, andM523 040 are shown
in the upper~for 0<r<24 km) and lower~for 16 km<r
<24 km) subplots of Fig. 6. We can make several observa-
tions. First, the numerical solutions are in good agreement
for 0<r<16 km ~see upper subplot of Fig. 6! but start to
differ at r'16 km until r<24 km. We also observe~see the
lower subplot of Fig. 6! that, being less stringent, usingM
511 520 gives also a quite accurate solution~as discussed in
Refs. 23 and 25!. However, caution must be paid in the in-
terpretation of the other curves. One could easily conclude
that they all contain 3-D effects~if compared with the 2-D
solution!. Nevertheless, these 3-D effects are not the exact
ones but only numerical approximations of them. Running
3DWAPE using a second-order accurate FD scheme with
only M52880 or M55760 appears inappropriate to accu-
rately compute the 3-D effects.

D. Energy-conservation in 3-D PE models

We now compare the 3-D solution obtained running
3DWAPE, with two reference solutions. The first one has
been obtained using the 2-D coupled-mode code
COUPLE.26 Notice that in the upslope direction, the 3-D
wedge problem corresponds to the classical ASA 2-D bench-
mark wedge problem. No three-dimensional effect is ex-
pected in this particular azimuthal direction~due to the geo-
metrical symmetry of the problem with respect to that
particular vertical plane!. Since theCOUPLE solution has
been validated for the ASA wedge problem,27 it can be used
as an exact reference solution when comparing 2-D and 3-D
results in the upslope direction. The second reference solu-
tion has been obtained using the 3-D PE code of Ref. 10.
This three-dimensional code has been previously used in un-
derwater acoustics for intercomparison between 3-D PE
models~see for instance Refs. 11, 23, and 13!. In that sense,
it can be considered as a reference model, though, as we will
see it, caution must be paid to its validity in both upslope and
cross-slope directions. For the sake of simplicity, we refer to
this 3-D code asFFTPE. This reference three-dimensional
model uses a splitting of the 3-D parabolic equation given by
Eq. ~9! into a N32-D part and an azimuthal part as follows:

FIG. 6. Transmission loss curves atz530 m andu590° ~across-slope!
obtained running3DWAPE with M523 040 radials~bold-solid line!, M
511 520 ~bold-dashed line!, M55760 ~dashed-dotted line! and M52880
~thin-solid line!. The second-order FD scheme of Eq.~13! has been used.
The lower suplot is a zoom of the upper subplot.
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]2v
]u2 ~r ,u,z!. ~18b!

It then solves the N32-D part given by Eq.~18a! using
either a split-step Fourier-based technique or a finite differ-
ence method in depth coupled with a Crank–Nicolson range-
stepping procedure. At each step in range, the azimuthal part
is handled using fast Fourier transforms~FFTs!. This means
that Eq.~11b! is solved by computing for 1<n<Nr and 1
< j <N,

v~r n1Dr ,u,zj !5F u
21$U3Fu$v~r n ,u,zj !%%

where

U5expS 2
im2Dr

2k0r n~r n1Dr ! D ,

Fu$•% denotes the Fourier transform with respect to the azi-
muth u, F u

21$•% denotes its inverse transform, andm de-
notes the azimuthal wavenumber. At each range step, this
requires computingN FFT pairs~i.e., a FFT pair for each
discrete point in depth! and applying a multiplicative opera-
tor at each point of thez, u-grid. The number of azimuthal
FFT components should be an integer power of 2 to take full
advantage of the FFT algorithm. We display in Fig. 7 the
transmission loss-versus-range curves in the upslope direc-
tion ~at u50°), the receiver depth beingz530 m. The so-
lution obtained using the 3-D PE code3DWAPE is shown as
a bold solid line and the reference~exact! solution obtained
using the 2-D codeCOUPLE is shown as a dashed-dotted
line. Also plotted~in dashed line! is the solution obtained
using the 3-D PE codeFFTPE of Ref. 10. As in the majority
of the existing 3-D PE models, the varying geometry of the
water/sediment interface is approximated in both3DWAPE
and FFTPE by a sequence of stair-steps in each azimuthal
direction. It is well known that doing so can lead to energy
loss for upslope propagation and energy gain for downslope
propagation.28 In order to avoid this problem of energy con-

servation, several numerical techniques can be used and have
proven to be effective and accurate for 2-D modeling.17,29–31

In 3DWAPE a special treatment is done at each vertical
interface between range-independent sections. The method
used to compute the correct outgoing field is based on a
single-scatter formalism and is similar to the one used in
Refs. 32 and 30. Depending on the physical problem, one
can either use thenarrow angleapproach of Ref. 32 or the
very-wide angleexpansion of Ref. 30. For the present test
case, we have used the latter.

This method is satisfying since the3DWAPE solution
~bold-solid line! compares favorably with the reference
COUPLE solution~dashed line! in the upslope direction~see
Fig. 7!. We expected a good agreement between any 2-D and
3-D solutions atu50° since there is no 3-D effect in both
the upslope and downslope directions. No special treatment
being done inFFTPE, the solution exhibits an energy loss in
the upslope direction. In that sense, theFFTPE model is not
energy conserving.

Let us turn now to the cross-slope direction. InFFTPE,
the numerical convergence has been reached usingDr
510 m, Dz51 m, and 4096 points in azimuth. As men-
tioned previously, the number of azimuthal FFT components
required byFFTPE must be an integer power of 2. The
convergence curves~transmission loss-versus-range at depth
z530 m and azimuthu590°) are shown in Fig. 8. For con-
venience, the results are displayed for 0<r<24 km ~upper
subplot! and 16 km<r<24 km ~lower subplot!. We observe
that the 3-D solutions corresponding to 2048 and 4096 azi-
muthal FFT components are extremely close. The 2048 FFT
component solution could also be used as a reference solu-
tion for comparison with other numerical solutions.11

The 3DWAPE ~obtained using a second-order FD
scheme with 23 040 points in azimuth! and FFTPE ~ob-
tained using 4096 radials! solutions are displayed in Fig. 9
for comparison. Satisfactorily, both 3-D models describe the
same three-dimensional effects since the two curves are quite
close ~see upper subplot of Fig. 9!. However, we observe
some level differences between the two 3-D solutions,
mainly in the prediction at long range of the 3-D self-
interference effect of mode 1~see lower subplot of Fig. 9!. In
comparison, the shift in the phasing between the two curves
is negligible. We have already observed such differences be-
tween these two 3-D results in the upslope direction~see Fig.
7!. These differences are thus mainly in the levels, which is
characteristic of the problem of energy conservation in one-
way PE modeling. Unlike3DWAPE, theFFTPE code is not
energy conserving. The energy loss observed directly across-
slope in theFFTPE solution is the consequence of the
energy-conservation problem present in the upslope direction
~i.e., for u590°) and in the adjacent azimuthal upslope di-
rections that correspond to 0<u,90°. Notice that this en-
ergy loss is certainly not a problem of energy-conservation in
the u590° cross-slope direction since there is no slope in
that particular azimuthal direction.

E. Use of higher-order FD scheme in azimuth

Following the approach used in Ref. 10 and later used in
Refs. 11 and 23 to characterize the 3-D effects present in the

FIG. 7. Transmission loss curves atz530 m andu50° ~in the upslope
direction! obtained using3DWAPE ~bold-solid line!, FFTPE ~dashed line!
andCOUPLE ~dashed-dotted line!.
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waveguide, we excite only mode 1 at the source location and
propagate it outward in range. The source field is assumed to
be omnidirectional. The 3-D PE marching algorithm is ini-
tialized using for alluP@0,2p@ ,

v~r 50,u,z!5c~z!, 0<z<zmax,

wherec is defined as

c~z!5H m sin~kzz! for 0<z<H,

m sin~kzH !e2g~z2H ! for z.H,

and whereH5200 m is the water depth at the source loca-
tion. A normalization coefficientm is introduced such that

E
0

` uc~z!u2

r
dz51,

and kz5(v2/cw
2 2kr

2)1/2 and g5(kr
22v2/csed

2 )1/2. The hori-
zontal wavenumberkr satisfies

tan~kzH !52
rsed3kz

rw3g
.

Solving this latter equation numerically, we findkr

50.103 824 m21. We display in Fig. 10 TL contour plots
~vertical slices at constant azimuthu590°) corresponding to
N32-D and 3-D solutions. In order to reduce the phase error

inherent to PE models, the reference sound speed used cor-
responds to the phase velocity of mode 1, i.e.,c05v/kr

'1512.94 m/s. While the 2-D solution only includes cylin-
drical spreading~since the waveguide is range independent
in the cross-slope direction!, the 3-D solution includes addi-
tional three-dimensional effects known as 3-D mode self-
interference effects.25,33–35 We display in Fig. 11 the
3DWAPE numerical solutions obtained using a second-order
azimuthal FD scheme with different numbers of points in
azimuth. For each simulation, we have usedDr 510 m and
Dz51 m. The corresponding CPU times are given in Table
II. As a comparison, we also give the CPU times correspond-
ing to N32-D computations~though it is not necessary to
select such a number of points in azimuth when processing
N32-D computations,M5360 is sufficient!. The solution
has converged byM523 040. The corresponding CPU time
is 220 mn 48 s. Running the N32-D model withM5360
took 2 mn 45 s. As expected, the CPU times increase linearly
with M for both N32-D and 3-D computations. Notice that
for each value ofM, approximately 78% of the total CPU
time is devoted to the N32-D part of the marching algo-
rithm, i.e., only 22% is used to solve Eq.~11b!. For compari-
son, runningFFTPE with 2048 ~respectively 4096! radials
took 40 mn 49 s~respectively 82 mn 47 s! on the same
computer, all the other parameters being identical in both
codes~e.g.,Dr 510 m, Dz51 m, zmax5600 m). We now ex-
amine the decrease in computation speed that is achieved by

FIG. 8. Transmission loss curves atz530 m andu590° ~across-slope!
obtained runningFFTPE with 4096 radials~bold-solid line!, 2048 radials
~bold-dashed line!, and 1024 radials~dashed-dotted line!. The lower suplot
is a zoom of the upper subplot.

FIG. 9. Transmission loss curves atz530 m andu590° ~across-slope!
obtained using3DWAPE with M523 040 ~solid line! and FFTPE with
4096 radials~dashed line!. The lower suplot is a zoom of the upper subplot.
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using higher-order FD schemes~with 3DWAPE! in azimuth
~up to the eighth order!. For each FD scheme considered, the
range and depth increments are unchanged and we have per-
formed careful convergence tests with respect to the azimuth.
The convergence test is stopped when no significant varia-

tion is observed, i.e., when the solution stabilized. The num-
ber of pointsM in azimuth required to achieve the conver-
gence and the corresponding CPU time expended for each
run is given in Table III. For each higher-order FD scheme
considered, the 3-D solution obtained also agrees very well
with the 3-D solution obtained using a second-order FD
scheme, which we denote as the ‘‘exact’’ numerical solution.
For instance, the comparison of the 3-D solutions obtained
using a second-order FD scheme~with M523 040) and an
eighth-order FD scheme~with M53240) appears in Fig. 12.
Both solutions agree very well, showing that the higher-order
accurate scheme introduces no additional artificial dissipa-
tion.

As expected, using a FD scheme in azimuth with in-
creasing accuracy allows us to reduce significantly the num-
ber of points in the azimuthal direction and accordingly en-
hance the speed-up of the computation. The run using a
eighth-order accurate FD scheme only took 37 mn 52 s while
it took 220 mn 48 s using a second-order scheme. The CPU
time has been reduced by a factor approximately equal to 6.
The time of 37 mn 52 s is a little faster than the time 40 mn
49 s for the FFT-based methodFFTPE.

As discussed in Section III, the use of higher-order
scheme introduces additional operations. For instance, the
following result can be derived from the CPU time values
given in Table III: when an eighth-order scheme is used,
approximately 37% of the total work is devoted to solve Eq.
~11b! while, as seen previously, it takes only 22% using a
second-order scheme. In any event, the increased computa-
tional speed with respect to the classical second-order
scheme is so large that the additional operations inherent to
the use of higher-order schemes appear negligible. When an
eighth-order accurate FD scheme is used, the convergence is
reached with an azimuthal increment corresponding to an
arclength incrementDS'3l/4 at r max. It is now interesting
to observe the behavior of the 3-D solutions when using
larger azimuthal increments. We display in Fig. 13 3-D so-
lutions obtained using the eighth-order FD scheme with vari-

FIG. 10. Mode 1 transmission loss plots~vertical slices at constant azimuth
u590°). The upper figure corresponds to a N32-D calculation. The lower
figure corresponds to a 3-D calculation. Both results have been obtained
using3DWAPE.

FIG. 11. Mode 1 transmission loss curves atz536 m andu590° ~across-
slope! obtained using a second-order FD scheme withM523 040 ~bold-
solid line!, M511 520 ~dashed line!, M55760 ~dashed-dotted line!, and
M52880 ~thin solid line!. These results have been obtained using
3DWAPE.

TABLE II. CPU times expended for 3-D calculations with3DWAPE using
a second-order FD scheme~right column! and for N32D calculations
~middle column! corresponding to an increasing number of pointsM in
azimuth~left column!.

M N32-D 3-D/second-order

360 2 mn 45 s 3 mn 28 s
2880 21 mn 22 s 27 mn 12 s
5760 43 mn 12 s 54 mn 24 s

11 520 85 mn 12 s 109 mn 12 s
23 040 170 mn 20 s 220 mn 48 s

TABLE III. CPU times expended for 3-D calculations using FD scheme
with increasing order of accuracy and required to achieve the exact numeri-
cal solution.

FD order M 3-D N32-D

second-order 23 040 220 mn 48 s 170 mn 20 s
fourth-order 5760 59 mn 12 s 43 mn 12 s
sixth-order 4320 47 mn 18 s 32 mn 05 s
eighth-order 3240 37 mn 52 s 23 mn 48 s
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ous azimuthal increments. The numerical solution obtained
running 3DWAPE and using an eighth-order accurate FD
scheme with onlyM52880 agrees quite well with the con-
verged solution except for a shift in the phasing.

V. SUMMARY AND DISCUSSION

In this paper, it has been shown that higher-order finite
difference schemes can be very effectively and accurately
used in the computation of the azimuthal derivative terms in
a three-dimensional parabolic equation model. The required
number of azimuthal points is significantly reduced by using
a higher-order scheme with a resulting decrease in the com-
putational time. A benchmark wedge case was used for the
numerical investigations. The three-dimensional PE codes,
with the various orders of azimuthal finite differences, were
rigorously tested. The code was also compared with another
3D PE code~FFTPE! which used a FFT evaluation of the
azimuthal derivative.

The finite difference and FFT codes predict the same
3-D effects for the same test case, though some level-

discrepancies are observed in both upslope and cross-slope
directions due to the energy-conservation problem in the par-
ticular FFTPE code. It has been confirmed in this paper that
the azimuthal discretization technique based on a classical
second-order FD scheme is definitely slower than the FFT
technique. It has also been shown that the use of higher-order
FD schemes can be as efficient as the use of FFT technique.
This is important because there are operator expansions and
scenarios where the FFT approach cannot be used. In the
future, we would also like to consider variable step finite
difference schemes where the step size is small in regions
where the solution is varying rapidly and larger elsewhere.

It is not clear under what conditions the higher-order
schemes can be accurately used. The higher-order schemes
have been derived using Taylor’s expansion and thus implic-
itly assume high levels of regularity of the acoustic field. If
the required regularity is absent, the advantages of using
such higher-order schemes could eventually break down.
However, it is very encouraging to note that this did not
occur in the 3-D wedge for which there were significant
three-dimensional effects. In this case, the acoustic field had
enough regularity with respect to the azimuthal variable to
allow the high-order finite difference schemes to be very
accurate and efficient.
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The inverse problems in the area of the acoustic scattering often concern the determination of the
size, shape, and orientation of an object using the scattered field data. This paper presents a method
to retrieve the shape information of an underwater object using illuminated lengths, which can be
obtained from the ramp response signatures of the object. An ellipsoidal object submerged in water
is considered. Both the low and high backscattered frequency data have been employed to calculate
the illuminated lengths. The calculated results show that the illuminated lengths will be more
accurate, if only the high-frequency-range data are employed. For ellipsoidal objects, any three
illuminated lengths that are not of a same plane can in theory fully determine the shape of the
ellipsoid. As the calculated illuminated lengths contain numerical errors, the calculated results of the
three semiaxes of the ellipsoid will deteriorate and become unreliable, especially when the three
incident directions of the illuminated lengths become close. The reason is that the condition number
of the coefficient matrix becomes big in such situations, which leads to an increase of the relative
error upper limit in the calculated results. To avoid such errors in close incident wave cases, it is
found that the use of more than three incident waves works very well in the shape identification of
an underwater object. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1569937#

PACS numbers: 43.30.Gv, 43.20.Fn@DLB#

I. INTRODUCTION

It is very important to determine the location, size, and
shape of an underwater object from available measurement
or observation data, such as the far field backscattered fre-
quency spectrum at certain aspects and frequencies. This
kind of problem is generally called the inverse acoustics,
corresponding to the forward acoustics in which the scattered
pressure field needs to be found for given incident acoustic
waves and the physical properties of the object. Studies of
forward scattering problems have been reported in a large
number of publications, and many analytical and approxi-
mate methods have been developed. The exact analytic
solutions1,2 can be derived only for objects of simple geom-
etries, such as sphere, infinite cylinder, and spheroid, for
which the technique of separation of variables can be used.
Approximate methods are thus often used for objects of more
general shapes. These methods include the volume integral
method,3 the boundary integral method,4 the cylinder
method,5 null-field method,6 and the T-matrix method,7,8

which is based on the extinction theorem.
In 1958, Kennaugh and Cosgriff,9 in view of the physi-

cal optics approximation, found out the linear relationship
between the ramp response and the profile function, which is

the cross-sectional area versus the distance along the line of
sight. In their paper, the ramp response is the second integral
of the impulse response of an object, which is the inverse
Fourier transform of the complex backscattering frequency
spectrum in the frequency domain. Foo and his colleagues10

extended the technique into the bistatic case in electromag-
netic scattering problem. Recently, Chen, Peters, and
Nag11–13 applied this technique for detecting the buried tar-
gets, such as mines. In 1985, Tsao14 introduced the ramp
response into the acoustic field and obtained the same linear
relationship between the ramp response and profile function
for the Neumann boundary or Dirichlet boundary conditions.
Zhanget al.15,16 developed a new numerical method to ob-
tain the ramp response for underwater objects in acoustic
fluids, which requires less frequency domain data.

An obvious advantage of using ramp response technique
to identify the size and shape of the object is that the ramp
response is not difficult to be obtained numerically or experi-
mentally. However, this technique requires data that covers
the whole frequency domain in order to determine the size
and shape of the object. In most cases, this requirement is
hard to satisfy. Normally, only parts of the frequency data
can be measured, often in a high-frequency domain. Under-
water inverse problems are of importance since water occu-
pies more than two-thirds of the surface of the earth. Many
objects in water, for example fishes, torpedoes, and subma-

a!Electronic mail: engp0341@nus.edu.sg
b!Electronic mail: zhang.xiaoming@mayo.edu
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rines, can be modeled as objects of simple geometries, such
as ellipsoids. For an ellipsoid, if we can obtain data for three
semiaxes, then the shape of the ellipsoid will be inversely
determined.

In this paper, the method, which is used to determine the
illuminated lengthd of an object in a high-frequency do-
main, was discussed. Theoretically, if three illuminated
lengths of an ellipsoid are known in any three incident direc-
tions that are not of one plane, then the shape of the ellipsoid
can be retrieved. However, when the calculated illuminated
lengths contain numerical errors, the semiaxes of the ellip-
soid obtained through solving this kind of inverse problem
will become less reliable, especially when three incident di-
rections are very close. This is observed as a type of inverse
problem.17 Objects of ellipsoid were first investigated. The
relationship between the incident angles and the accuracy of
the calculated results was studied. The condition number of
the system matrix was introduced to investigate the reasons
for the numerical errors in the results. It was found that in
order to improve the accuracy of the results, more than three
incident directions’ frequency domain data should be used in
computing the semiaxes of the ellipsoid. The use of the extra
incident waves resulted in an overdetermined formulation,
which effectively reduces the ill-posedness. The least-
squares method was then employed to solve this kind of
overdetermined problem.

II. PROBLEM DESCRIPTION

In general, underwater objects are far from the explora-
tion equipment. In this situation, it is very difficult to obtain
the backscattered frequency data from the rather wide range
of the objects. The exploration range on the objects is very
limited. Figure 1 shows the geometry of the underwater in-
verse problem. The incident wave from the sonarB only can
light a small range of the objectA. Thus, the backscattered
frequency data that we can obtain are limited on the small
range. The purpose of this paper is to find a method that can
retrieve the shape information of underwater objects, when
the directions of incident waves are very close.

In this paper, several basic assumptions have been made.
~1! The underwater object is modeled as an ellipsoidal ob-
ject. ~2! The scattering surface is acoustically rigid~Neu-
mann boundary condition!. ~3! The directions of incident
waves are precisely given. Ther, u, f spherical coordinates

will be used. The origin is assumed, for convenience, to be
the centroid of the object. The objective of the inverse prob-
lem is reconstructing the shape of the object using the back-
scattered frequency data for incident waves of different di-
rections that are relatively close.

III. RAMP RESPONSE TECHNIQUES

When an incident pulse~represented by a delta function
in time t) encounters an object in a homogeneous, isotropic
medium, the phenomenon of wave diffraction or scattering
occurs. The incident pulse is scattered in all directions. The
waveform scattered in a direction opposite to the direction of
incidence is called the backscattered impulse response. The
ramp response is defined as a time-domain backscattered sig-
nal at a distant observation point in response to an incident
ramp signal, where the ramp signal is a function defined to
be the second integral of the incident pulse function. In prac-
tice, the projector-hydrophone system is used for the ramp
response measurement. The projector generates a pulse and
sends it out, while the hydrophone is used to receive the
backscattered impulse response. Consequently, the backscat-
tered impulse response is integrated twice with respect to
time to yield ramp response. As we only need the backscat-
tered signals, the projector and hydrophone should be set
together.

In the underwater acoustic far field, based on the physi-
cal optics approximation, the ramp response for a rigid ob-
ject is proportional to the cross-sectional area of the object
and can be expressed as below,9

PR~ t !5
1

2pc
AS ct

2 D , ~1!

where c represents the sound velocity in the water and
A(ct/2) is the area of cross section of the object perpendicu-
lar to the line of sight. The functionA(ct/2) is called a
profile function, which is shown in Fig. 2. Heret denotes the
propagation time of the acoustic wave. Zero propagation
time is defined as when the wave crosses the centroid~geo-
metric center! of the object.

For the acoustically rigid bodies, Eq.~1! shows the lin-
ear relationship between the profile function and the ramp
response of the object in the medium. If we know the ramp
response of an object, the profile function can be obtained
easily.

FIG. 1. Sketch of determining underwater object:~a! Underwater object,~b!
Tow sonar, and~c! ship. The anglea is the maximum angle for the explo-
ration if only one tow sonar is used.

FIG. 2. An incident acoustic wave illuminates an object.
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On the other hand, it can be proven that the ramp re-
sponsePR(t) and the normalized complex backscattering
amplitudeG(v) are Fourier transform pairs in the acoustic
far field. It is shown as below

PR~ t !5
1

2pE2`

1`

G~v!e2 ivt dv. ~2!

Here the normalized complex backscattering amplitudeG is
defined as15

G~v!5
S~v!1S* ~2v!

~2 iv!2
, ~3!

whereS(v) is the backscattered frequency spectrum in the
acoustic far field. The symbol ‘‘* ’’ denotes complex conju-
gate.

Equation~2! is used to calculate the ramp response of
the object. It should be noted that the normalized complex
backscattering amplitudeG is specified completely by scat-
tering information of the object, and describes the frequency
dependence of the scattering mechanisms, an inherent prop-
erty of the object. The ramp responsePR describes the shape,
size, and orientation information of the object.

Moreover, Eq.~2! can be further simplified as follows:

PR~ t !5
1

2pE2`

1`

G~v!e2 ivt dv

5
1

2pF E
2`

1` S~v!

~2 iv!2
e2 ivt dv

1S E
2`

1` S~v!

~2 iv!2
e2 ivt dv D * G

5
1

pE2`

1` 1

2v2
@Sr~v! cos~vt !

1Si~v! sin ~vt !# dv, ~4!

whereSr(v) andSi(v) are the real and imaginary parts of
S(v), respectively.

In the acoustic far field, the relationship between the
scattering field potentialcs and the backscattered frequency
spectrumS(v) could be obtained as

lim
r→`

cs~r !5S~v!
eikr

r
. ~5!

The backscattering cross section is given by

sb5uS~v!u2. ~6!

IV. DETERMINATION OF ILLUMINATED LENGTH

The illuminated lengthd is defined as the distance be-
tween the centroid of the object and the plane that normals to
the direction of the incident wave and has tangent with the
surface of the object in the illuminated region. It is shown in
Fig. 3.

In Fig. 3, we can find that the illuminated lengthd re-
lates the size information of the object. It is, therefore, pos-
sible to reconstruct the object if the illuminated lengthd
could be obtained.

Consider an ellipsoid in the water, which is described as
below,

x2

a2
1

y2

b2
1

z2

c2
51, ~7!

wherea, b, c are the three semiaxes of the ellipsoid. As an
example, we choosea5b50.5 m andc51.0 m. The dis-
tance between the observation point and the centroid of the
object r equals 600 m. The calculated nondimensional fre-
quencyka is fixed from 0 to 20 and the incident wave propa-
gates along thez axis. The backscattered frequency data
could be generated by employing the T-matrix method,7

which was originally introduced by Waterman as a method
for systematically solving the acoustic scattered problem of
arbitrarily shaped targets with Neumann or Dirichlet bound-
ary. Varadanet al.8,19,20extended the T-matrix method to the
elastic wave scattering field first. The computational results
are shown in Fig. 4. In Fig. 4~a!, the backscattering cross

FIG. 3. Scattering geometry from an arbitrary looking angle (S is the sur-
face of the object andL denotes the tangent plane of theS and normals
to c i).

FIG. 4. The backscattering cross-section~a! and the backscattered frequency
spectrumS(v) weighted by 1/(2 iv)2 ~b! of the ellipsoid versuska.
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section for the acoustically hard ellipsoid is plotted as a func-
tion of ka. The backscattering cross-section curve fluctuated
periodically. Whenka increased, the amplitude of the fluc-
tuation decreased. Figure 4~b! shows the amplitudes of back-
scattered frequency spectrum weighted by 1/(2 iv)2 vs ka.
For the purpose of convenience, the log scale was adopted to
present they axis. The amplitudes ofS(v)/(2 iv)2 declined
quickly, while ka increased. The amplitude at pointka50
was more than 500 times the amplitude at pointka520.
Therefore, the values ofS(v)/(2 iv)2 nearly vanished when
ka increased to 20. Note the fact that the functionS(v)/
(2 iv)2 is used to compute the ramp response@see Eq.~4!#.
Thus the vanishing ofS(v)/(2 iv)2 means thatka520 is
large enough for our computation. For the underwater acous-
tic scattering problems in this paper, therefore, when nondi-
mensional frequencyka is from 0 to 20, then it can be re-
garded as a full frequency domain. Correspondingly, ifka is
from 10 to 20, it can be regarded as a high-frequency do-
main.

The ramp response signatures of the ellipsoid could be
calculated and are shown in Fig. 5. Figure 5 showed that the
ramp response signatures were very close to the exact profile
function. Because of the existence of creeping waves needed
to reach the shadow region, the ramp response deviated from
the exact profile function as shown in Fig. 5. But the discrep-
ancy was very small. This proves that the ramp response
signatures include the size and shape information of the ob-
ject, and can be used to reconstruct the image of the object,
when three or more directions’ ramp response data are
known. The illuminated lengthd can be determined through
the ramp response signatures~see Fig. 5!. However, these
conclusions could be made provided an accuracy ramp re-
sponse can be obtained. Also accuracy ramp response signa-
tures require the full backscattered information in the fre-
quency domain. Unfortunately, in practice, only part of the
backscattered frequency domain information can be ob-
tained, especially the high-frequency data. Therefore, how to
determine the illuminated lengthd is the key to solve prac-

tical inverse problems when only the high-frequency range
data are available.

A method, which gives the illuminated lengthd from the
ramp response signatures whether the backscattered fre-
quency information is full or not, is presented below. This
method is very convenient and powerful. First, recall Eq.~4!:

PR~ t !5
1

pE2`

1` 1

2v2
@Sr~v! cos~vt !

1Si~v! sin ~vt !# dv

5
1

pE2`

1` 1

2v2
Sr~v! cos~vt !dv

1
1

pE2`

1` 1

2v2
Si~v! sin~vt ! dv

5PR
e~ t !1PR

o~ t !. ~8!

In Eq. ~8!, the ramp response consists of two parts:
PR

e(t) andPR
o(t). Note that functionPR

e(t) is an even func-
tion of t while functionPR

o(t) is an odd function oft. Figure
6 plots these functionsPR

e(t) and PR
o(t) for the ellipsoid

mentioned above, when the backscattered frequency data are
obtained with different nondimensional frequency ranges.

In Fig. 6, the dashed line represents the signatures,
which are calculated using the full frequency domain data
while the solid line indicates the signatures, which are ob-
tained only using the 10,ka,20 frequency range data.
When using the full frequency domain data to calculate the
ramp response, the functionPR

e(t) contained the shape infor-
mation of the object while the functionPR

o(t) contained the
size information of the object. However, if only the high-
frequency range data were used,PR

e(t) had no relation with
the shape of the object, butPR

o(t) could still be used to
determine the value of the illuminated lengthd, which is
decided by the lowest point of the curve of functionPR

o(t) in
the illuminated region. Table I lists the calculated values of

FIG. 5. The ramp response signatures and the exact profile function of the
ellipsoid when the incident wave propagates along thez axis. The nondi-
mensional frequencyka is from 0 to 20.

FIG. 6. The functionsPR
e(t) and PR

o(t) of the ellipsoid when the incident
wave propagates along thez axis with the nondimensional frequency 0
,ka,20 ~dashed line! and 10,ka,20 ~solid line!, respectively.
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illuminated lengthd using different ranges of frequency.
Since the ellipsoid is a rotational and axial symmetric body,
the illuminated length only depends on the axial angleu i of
the incident wave direction, andd(u i)5d(180°2u i). There-
fore, we varyu i from 0° to 90°, and fix the azimuthal angle
f i as 0° for convenience. For comparison, the exact values
of illuminated lengthd are also listed in Table I.

In Table I, the error indicatorEd is defined as follows,

Ed5
ud02du

d0

3100%, ~9!

whered0 is the exact value of the illuminated length of the
ellipsoid.

From Table I, it was found that if using the data of
low-frequency range (0,ka,10) to determine the illumi-
nated lengthsd, the calculated relative errors were largest in
the three kinds of cases for all different incident angles. The
calculated results were closer to the exact values when only
high frequency (10,ka,20) data were employed. The rela-
tive errors generated from full frequency data were larger
than the results computed from the high-frequency data, al-
though more frequency data were used in full frequency
case. The main reason probably is that the illuminated length
is not very sensitive to the low-frequency data, as the low-
frequency data would lead to larger error when calculating
the illustrated lengthd, which is known as the type II ill-
posed problem. Therefore, high-frequency data are better to
be used to identify the size of the object. However, the ramp
response signatures become unstable in the high-frequency
case, while the ramp response signatures are more robust in
full frequency case~see Fig. 6!.

V. RETRIEVAL OF THE SHAPE INFORMATION

Consider an ellipsoidS, whose expression is shown in
Eq. ~7!. Suppose a planeL ~shown in Fig. 3! has tangent with
the ellipsoidSat pointA0(x0 ,y0 ,z0). Then the plane can be
expressed as follows:

xx0

a2
1

yy0

b2
1

zz0

c2
51. ~10!

On the other hand, the tangent planeL normals toc i ,
which has normal vector (sinu i cosf i , sin u i sin f i ,
cosu i)

T. And the distance between the origin pointO and
the plane is illuminated lengthd. Thus the planeL can also
be expressed as

x sin u i cosf i1y sin u i sin f i1z cosu i2d50. ~11!

Comparing the coefficients of Eqs.~10! and ~11! yields

d25a2 sin2 u i cos2 f i1b2 sin2 u i sin2 f i1c2 cos2 u i .
~12!

Equation ~12! indicates that if any three illuminated
lengths, which are not of the same plane, are known, then the
three semiaxes of the ellipsoid could be solved. In the other
words, the shape of the ellipsoid could be determined. In
matrix notation, Eq.~12! becomes

D5CX ~13!

where D representsd"d, in which the symbol ‘‘•’’ means
scalar product andd5(d1 ,d2 ,d3)T. Similarly, the vector
X5x"x, in which x equals (a,b,c)T and the coefficient ma-
trix C is

C5F sin2 u i1 cos2 f i1 sin2 u i1 sin2 f i1 cos2 u i1

sin2 u i2 cos2 f i2 sin2 u i2 sin2 f i2 cos2 u i2

sin2 u i3 cos2 f i3 sin2 u i3 sin2 f i3 cos2 u i3

G , ~14!

where the suffixesi1, i2, i3 denote the three known incident
directions.

As an error may exist in the illuminated length vectord
obtained using the ramp response technique, the calculated
values of the vectorx will also contain an error. For the
purpose of qualitatively investigating the effects of error, we
introduce the condition number of a matrix. The condition
number of the coefficient matrixC is defined as

cond~C!5iCiiC21i , ~15!

wherei•i represents the given norm. In this paper, we em-
ploy the two-norm. According to the definition of the condi-
tion number, cond(C) must not be less than 1. Assuming an
error dD exists in vectorD, it must produce an errordX in
vectorX when solving Eq.~13!. In view of the properties of
the norm, an inequality can be proven:21

idXi

iXi
<cond~C!

idDi

iDi
. ~16!

Obviously, the inequality gives us a relative error upper
limit of the vector X when the vectorD has an estimated
error. Suppose there is no rounding error during the solving
procedure. In the inequality~16!, the condition number plays
a role of amplification coefficient of the relative error in vec-
tor D. Although the relative errors in vectorD are very small
~see Table I!, the error in vectorX probably may be very
large. In other words, very small relative error inD may
produce large relative errors inX. In this case, the problem
of solving Eq.~13! is ill-posed.17

TABLE I. A comparison between the exact values of illuminated lengthd
and the calculated values for different ranges of frequency.

u i

Exact
values
d0(m)

ka50 – 20 ka50 – 10 ka510– 20

d(m) Ed d(m) Ed d(m) Ed

0° 1.0000 1.0138 1.38% 1.0231 2.31% 1.0080 0.80%
10° 0.9886 1.0021 1.37% 1.0108 2.25% 0.9961 0.76%
15° 0.9746 0.9904 1.62% 0.9987 2.47% 0.9839 0.95%
20° 0.9551 0.9693 1.49% 0.9780 2.40% 0.9632 0.85%
30° 0.9014 0.9149 1.50% 0.9237 2.47% 0.9123 1.29%
40° 0.8307 0.8460 1.84% 0.8584 3.33% 0.8371 0.77%
50° 0.7483 0.7651 2.25% 0.7773 3.88% 0.7557 0.99%
60° 0.6614 0.6807 2.92% 0.6992 5.72% 0.6694 1.21%
70° 0.5812 0.6033 3.80% 0.6240 7.36% 0.5883 1.22%
75° 0.5479 0.5701 4.05% 0.5968 8.92% 0.5492 0.24%
80° 0.5221 0.5460 4.58% 0.5761 10.34% 0.5246 0.48%
90° 0.5000 0.5249 4.98% 0.5549 10.98% 0.5070 1.40%
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VI. NUMERICAL EXAMPLES

From Sec. IV, it was found that only using the high-
frequency data to compute the illuminated length, the calcu-
lated results had smaller errors and could be very close to the
exact values. Thus, in later discussion, the high-frequency
range data are used to compute the illuminated lengths. The
nondimensional frequency range is set to be from 10 to 20.
The parameters of the ellipsoid are the same as above. The
calculated illumination lengths are listed in Table I.

A. Three waves with orthogonal directions

If the directions of three incident waves are orthogonal
with each other, then the three illuminated lengths in these
directions must satisfy the following relationship,

d1
21d2

21d3
25a21b21c2, ~17!

where thedi ( i 51,2,3) are the three arbitrary orthogonal
direction illuminated lengths. Thea, b, c represent the three
semiaxes of the ellipsoid, which are the calculated results. As
the relative error of the illuminated lengths is very low, the
relative errors ofa, b, c are also very low. Consider now a
special example. When the axial anglesu i5(10°,100°,90°)
and the azimuthal anglesf i5(10°,10°,100°), then the three
incident directions are orthogonal with each other. The cor-
responding calculated illuminated lengths can be found in
Table I, which are~0.9961, 0.5246, 0.5070!. Through solving
Eq. ~13!, the calculated results are~0.5020, 0.5072, 1.0076!,
which are very close to the exact values~0.5, 0.5, 1.0!. In
this case, cond(C) of the coefficient matrix is 1.0978, which
is very close to 1. It indicates the relative error upper limits
of the solutionsX are very close to the relative errors of the
vectorD, which are very low as shown in Table I. Therefore,
for the case of three incident waves of three orthogonal di-
rections, the calculated results of the three semiaxes of the
ellipsoid are very accurate.

B. Three waves with close directions

However, in practice, it is hard to obtain the backscat-
tered frequency data of an object from three orthogonal in-
cident directions, especially for cases like buried objects or
large objects. In these cases, the backscattered frequency
data, which could be measured, will have close incident di-
rections. This indicates that the calculated illuminated
lengths also have close directions. Similarly, three illumi-
nated lengths can be used to calculate the three semiaxes of

the ellipsoid. For the purpose of convenient analysis, the
relative errors index of the calculated resultsEx is defined as
follows,

Ex5
ix2x0i

ix0i
3100%, ~18!

wherex0 is the exact value~0.5, 0.5, 1.0!. For satisfying the
general engineering requirement, the maximum tolerant rela-
tive errorEx is defined to be within 10%.

When three close incident directions of waves are cho-
sen on both the longer semiaxis end and shorter semiaxis
end, respectively, the calculated results are listed in Table II.
In Table II, the three axial angles of the incident waves are
fixed at the longer (u i50°,10°,15°) and shorter (u i

575°,80°,90°) semiaxis ends. One of azimuthal angles var-
ies from 5° to 90°. The relative errorsEx and condition num-
bers of the coefficient matrices for each case are also listed in
Table II. From Table II, when the three incident angles were
very close, the calculated results were bad, especially when
the incident waves focus on the longer semiaxis end. The
condition numbers were very large in these cases. However,
when one of the azimuthal anglesf i became bigger, the
calculated results improved and the values of condition num-
ber decreased for both the longer semiaxis end case and the
shorter semiaxis end case. Comparing the longer semiaxis
end with the shorter semiaxis end case, the results of the
shorter semiaxis end case were closer to the exact values and
the condition numbers were smaller. The above analysis sug-
gests that if we want to obtain results of three semiaxes with
low relative errorsEx , we need to enlarge the difference
among the three incident angles, for example fixing the axial
angles and enlarging one of the azimuthal angles, which are
shown above. Or we could let the incident waves close to the
shorter semiaxis end of the ellipsoid. Then the calculated
results will have much improvement and the relative errors
will decrease rapidly. During the discussion, the condition
number played an important role and was used as an indica-
tor, which showed whether the calculated results were good
or not. In addition, in Table II, two of three calculated semi-
axes were the same just because two of three azimuthal
angles were fixed as zeros. These kinds of treatments would
not affect validity of the conclusions, which were obtained
above.

TABLE II. Calculated three semiaxes of the ellipsoid when the incident directions are close at the longer and
shorter semiaxis ends.

f i

u i5(0°,10°,15°) u i5(75°,80°,90°)

x(m) Ex cond(C) x(m) Ex cond(C)

~0°,0°,5°! 0.4745,3.1629,1.0080 217.44% 8.9154e13 0.5036,0.8428,0.9853 28.01% 4.9104e12
~0°,0°,10°! 0.4745,1.6397,1.0080 93.08% 2.1951e13 0.5036,0.6071,0.9853 8.84% 1.3062e12
~0°,0°,15°! 0.4745,1.1550,1.0080 53.53% 9.5232e12 0.5036,0.5526,0.9853 4.47% 7.5560e11
~0°,0°,30°! 0.4745,0.7227,1.0080 18.31% 2.1608e12 0.5036,0.5172,0.9853 1.87% 5.7242e11
~0°,0°,45°! 0.4745,0.6113,1.0080 9.35% 9.6521e11 0.5036,0.5104,0.9853 1.50% 5.3069e11
~0°,0°,60°! 0.4745,0.5694,1.0080 6.07% 7.7638e11 0.5036,0.5081,0.9853 1.41% 5.0490e11
~0°,0°,90°! 0.4745,0.5472,1.0080 4.43% 7.7459e11 0.5036,0.5070,0.9853 1.36% 4.9296e11
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C. More than three waves of close directions

From Table II, for the incident waves focused on the
shorter semiaxis end case, the calculated results rapidly con-
verged to the exact values when the difference of azimuthal
angles increased. If choosing the azimuthal anglesf i

5(0°,0°,10°), the calculated resultsx were good enough
and the relative errorEx was 8.84%. However, when the
incident waves are located at the longer semiaxes end, the
calculated results became very bad. When the three incident
directions were very close, such as the azimuthal anglesf i

5(0°,0°,5°), the relative errorEx of the vector x was
217.44%~see Table II!. In order to reduce the relative error
in the solution, the differences in azimuthal angles had to be
enlarged. When the azimuthal anglesf i increased to
~0°,0°,45°!, the relative errors decreased to 9.35%. Neverthe-
less, due to some practical difficulties mentioned above, it is
hard to enlarge the difference among the incident angles. In
this situation, an alternative way to get good calculated re-
sults with low relative errors is adding the number of inci-
dent waves.

When more than three illuminated lengths are used to
solve Eq.~13! to obtain the three semiaxes of ellipsoid, this
kind of inverse problem becomes overdetermined. Since the
systemD5CX is overdetermined, it cannot generally be sat-
isfied exactly, and there are many possible ways of defining
the ‘‘best’’ solution in an optimization sense. In this paper,
the least-squares method is employed to solve the overdeter-
mined problem, which has the minimum Euclidean length of
the residual vectorr . It can be proven that the least-squares
solution satisfies the normal equations21

~CTC!X5CTD, ~19!

where the superscript ‘ ‘T’ ’ denotes transpose.
Therefore, the least-squares solution can be easily ob-

tained through solving the normal equations~19!. For illus-
trating the validity of the least-squares method, the four, five,
and six incident direction cases are calculated, respectively.
The calculated results are listed in Tables III–V.

Comparing Tables III–V with Table II, for the similar
incident angles cases, the calculated results were closer to the
exact values~0.5, 0.5, 1.0! when using more than three inci-
dent directions’ data to solve the problem. Moreover, the
calculated results in the five incident directions case had less
relative errorsEx than those in four incident directions case,
while the calculated results in the six incident directions case

were more accurate than those in the five incident directions
case. These findings indicate that the more incident direc-
tions’ data are used to solve this inverse problem, the better
the results that can be obtained. Meanwhile, the condition
numbers of the coefficient matricesC became smaller for the
corresponding incident direction cases, when the number of
incident waves varied from 3 to 5. However, when the num-
ber of incident waves changed from 5 to 6, the condition
numbers increased a little, although the calculated results
became better. This indicates the condition number is not
an absolute criterion to judge which result is better, because
it only gives the relative error upper limit. Thus it just gives
us a possibility. In order to satisfy the engineering require-
ment, for four incident directions case, the incident azi-
muthal anglesf i were equal to~0°,0°,45°,0°! at least, whose
relative error was 7.54%. For the five incident directions
case, the incident azimuthal anglesf i were equal to
~0°,0°,30°,0°,30°!, whose relative errorEx was 4.39%. For
the six incident directions case, that the incident azimuthal
anglesf i were equal to~0°,0°,10°,0°,0°,10°! was enough,
and its relative errorEx was 7.70%. These show that it is
very effective using more incident waves method to obtain
more accurate results, when the directions of the incident
waves are limited in a very small range.

In Fig. 3, the illuminated length vector intersects the
surface of the ellipsoid at pointA1 . When using several il-
luminated lengths to determine the shape of the ellipsoid that
are shown above, then there are several points of intersection
A1

n (n51,2,3, . . . ). Link these points on the surface of the
ellipsoid and unfurl the 3-D surface as a plane. The illustra-
tion about how to unfurl the surface of the ellipsoid to a
plane has been shown in Fig. 7~a!. As the ellipsoidal surface
cannot be unfurled exactly to a plane without any destruction

TABLE III. Calculated three semiaxes of the ellipsoid employing the least-
squares method for solving the overdetermined problem, which uses four
incident directions data and the four incident directions focus on the longer
semiaxis end.

f i

u i5@0°,10°,15°,20°#

x(m) Ex cond(C)

@0°,0°,5°,0°# 0.5132,2.4328,1.0078 157.82% 4.3722e13
@0°,0°,10°,0°# 0.5132,1.2992,1.0078 65.27% 1.0984e13
@0°,0°,15°,0°# 0.5132,0.9512,1.0078 36.86% 4.9240e12
@0°,0°,30°,0°# 0.5132,0.6597,1.0078 13.10% 1.3031e12
@0°,0°,45°,0°# 0.5132,0.5910,1.0078 7.54% 6.5557e11
@0°,0°,60°,0°# 0.5132,0.5663,1.0078 5.56% 4.5452e11

TABLE IV. Calculated three semiaxes of the ellipsoid employing the least-
squares method for solving the overdetermined problem, which uses five
incident directions data and the five incident directions focus on the longer
semiaxis end.

f i

u i5@0°,10°,15°,20°,20°#

x(m) Ex cond(C)

@0°,0°,5°,0°,5°# 0.5084,1.3411,1.0080 68.68% 3.0535e13
@0°,0°,10°,0°,10°# 0.5084,0.8040,1.0080 24.84% 7.5987e12
@0°,0°,15°,0°,15°# 0.5084,0.6581,1.0080 12.95% 3.3552e12
@0°,0°,30°,0°,30°# 0.5084,0.5525,1.0080 4.37% 8.2865e11
@0°,0°,45°,0°,45°# 0.5084,0.5310,1.0080 2.70% 3.8660e11

TABLE V. Calculated three semiaxes of the ellipsoid employing the least-
squares method for solving the overdetermined problem, which uses six
incident directions data and the six incident directions focus on the longer
semiaxis end.

f i

u i5@0°,10°,15°,20°,15°,20°#

x(m) Ex cond(C)

@0°,0°,5°,0°,0°,5°# 0.5139,0.7818,1.0082 23.04% 3.1285e13
@0°,0°,10°,0°,0°,10°# 0.5139,0.5929,1.0082 7.70% 7.7871e12
@0°,0°,15°,0°,0°,15°# 0.5139,0.5508,1.0082 4.35% 3.4401e12
@0°,0°,20°,0°,0°,20°# 0.5139,0.5353,1.0082 3.17% 1.9237e12
@0°,0°,30°,0°,0°,30°# 0.5139,0.5240,1.0082 2.36% 8.5320e11
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of the 3-D surface, the unfurling process in this paper is not
very precise and its main purpose here is to show the distri-
bution of the intersections roughly. The unfurling figures are
shown in Figs. 7~b!–~g!.

In Figs. 7~b!–~g!, the axial angles are set as 0°, 10°, 15°,
20°, which are labeled in the figure. The 3–6 incident direc-
tions cases were computed above, which are shown in Figs.
7~b!–~e!, respectively. If using seven incident waves to iden-
tify the shape of the ellipsoid, whose points of intersection
are shown in Fig. 7~f!, then these seven points of intersection
symmetrically locate on the surface of the rotational symme-
try ellipsoid. In this situation, the calculated results do not
depend on the azimuthal angles of the incident waves. The
calculated results for the seven directions case are shown in
Table VI.

In Table VI, for any azimuthal angles of the incident
waves case, as long as these incident waves were symmetri-
cal for the ellipsoid, the calculated results were the same and
the relative errors all were 2.27%. The condition numbers
still became smaller, when the difference of the azimuthal
angles increased, although the calculated results had no
change. When using seven incident waves data to identify
the shape of ellipsoid, the calculated resultsx were~0.5188,

0.5188, 1.0080!, which are very close to the exact values.
Therefore, the shape information can be retrieved even when
these incident directions are very close, if using enough in-
cident waves data.

VII. CONCLUSIONS

In this paper, a method was addressed to identify the
shape information of underwater objects using the finite
number of illuminated lengths and waves with very close
incident angles. Some useful conclusions were obtained,
which are listed as follows:

~1! The functionPR
e was essential to the shape of the object

only for the full frequency domain, while the function
PR

o could be used to identify the size information of the
object and to calculate the illuminated length in any in-
cident direction whether using the full frequency domain
data or only the high-frequency-range data to calculate
the ramp response signatures. Moreover, using the func-
tion PR

o to determine the illuminated lengths, the calcu-
lated results, which were obtained for the high-
frequency-range data, were better than those which were
computed for the low-frequency-range data or full fre-
quency domain data.

~2! In theory, only three illuminated lengths can determine
the shape of an ellipsoid. As some calculated errors exist
in the illuminated lengths, the calculated results of the
three semiaxes of the ellipsoid also have errors. The in-
equality about relative error upper limit was presented,
which has a direct relation with the condition number of
the coefficient matrix. Therefore, the condition number
could be used as an indicator, which shows whether the
relative errors in the calculated results are big or not.

~3! For the three orthogonal incident waves, the calculated
results had very small errors. However, when the three
incident waves directions became close, the calculated
results deteriorated unacceptably. In order to avoid the
large relative errors in the calculated results, we could
enlarge the difference of the three incident waves direc-
tions or use more than three incident wave directions
data to identify the shape of the ellipsoid, which be-
comes an overdetermined inverse problem. For solving
the overdetermined problem, the least-squares method
was employed. The calculated results were satisfying.

The shape identification method for underwater rigid ob-
jects, which could be modeled as an ellipsoid, was discussed
in this paper. When the method is employed to identify ob-
ject size, the orientation of object is assumed to be known.
Based on this assumption, this identifying problem becomes
a linear problem. We need to solve Eqs.~13! or ~19! to obtain
the solutions of this inverse problem. In practice, however,
sometimes we cannot know the orientation of an object in
advance. Without the preknowledge of the orientation of an
object, the inverse problem becomes a quadratic nonlinear
problem. Therefore, how to solve this quadratic nonlinear
problem is a challenge and further work will be necessary.

FIG. 7. A sketch of the intersectional distribution on surface of the ellipsoid,
where the symbol ‘‘* ’’ denotes the point of intersection:~a! the illustration
of unfurling, ~b! three incident directions case,~c! four incident directions
case,~d! five incident directions case,~e! six incident directions case,~f!
seven incident directions case, and~g! eight incident directions case.

TABLE VI. Calculated three semiaxes of the ellipsoid employing the least-
squares method for solving the overdetermined problem, which uses seven
incident directions data and the seven incident directions focus on the longer
semiaxis end.

f i

u i5@0°,10°,15°,20°,10°,15°,20°#

x(m) Ex cond(C)

@0°,0°,5°,0°,5°,0°,5°# 0.5188,0.5188,1.0080 2.27% 3.3450e13
@0°,0°,10°,0°,10°,0°,10°# 0.5188,0.5188,1.0080 2.27% 8.3342e12
@0°,0°,15°,0°,15°,0°,15°# 0.5188,0.5188,1.0080 2.27% 3.6876e12
@0°,0°,30°,0°,30°,0°,30°# 0.5188,0.5188,1.0080 2.27% 9.2081e12
@0°,0°,60°,0°,60°,0°,60°# 0.5188,0.5188,1.0080 2.27% 3.1646e11
@0°,0°,90°,0°,90°,0°,90°# 0.5188,0.5188,1.0080 2.27% 3.0271e11
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Time reversal operator~TRO! decompositions are performed in a model of an ocean wave guide
containing a target and having different kinds of bottom. The objective is to study the effects of
bottom reverberation and absorption by means of ultrasonic experiments. It is shown experimentally
that the echo from a target can be separated from the bottom reverberation. Reverberation
eigenvectors are back propagated in the wave guide leading to focus on the bottom. An amplitude
correction is applied to both reverberation and signal eigenvectors to compensate for bottom
absorption and thus to improve target resolution. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1571541#
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I. INTRODUCTION

Time reversal techniques have been demonstrated in
ultrasonics1 and underwater acoustics environments.2–4 A
technique resulting from the analysis of the iterative time
reversal process5 has been developed: the DORT~French ac-
ronym for ‘‘Decomposition of the Time Reversal Operator’’!
method is a scattering analysis technique using a source re-
ceiver array~SRA!.6,7 This technique shares some of the
principles used in eigenvector decomposition techniques for
passive source detection.8,9 These latter techniques however,
assume statistically uncorrelated sources and require the av-
eraging of the measured data, whereas the time reversal op-
erator ~TRO! decomposition is an active and deterministic
method. It was applied to achieve multitarget detection and
selective focusing on point like scatterers through heteroge-
neous media and specifically in an ideal water wave guide
with a perfectly rigid bottom. Taking advantage of the mul-
tiple reflection at the wave-guide interfaces, the method al-
lows a large improvement in spatial resolution. The super
resolution is used to separate the signal coming from close
scatterers and then to focus a wave field at any one of
them.10 This procedure has also been simulated in a Pekeris
wave guide.11–13 More recently, Lingevitchet al.14 showed,
by a numerical study, that the method can be applied to re-
verberation signals in order to achieve focusing on the bot-
tom of the wave guide and thus to increase the focused signal
level.

The objective of this paper is to describe the conse-
quences of losses and reverberation in the medium, and to
show how these effects can be overcome. Thus, three in-
creasingly complex kinds of horizontal bottoms are used in
the experiments to reach a more realistic model of an ocean
wave guide than the previous ideal configuration~Fig. 1!.
The first is a steel bottom interface, which induces neither
losses nor reverberation and has a very high critical angle.

The second is a horizontal Plexiglas plate, which induces
absorption and has a low critical angle. Finally, a steel plate
covered with a continuous sandy layer is used as the third
kind of bottom, which induce reverberation.

The DORT method is first applied to the detection of the
targets in presence of bottom absorption, which breaks the
time reversal invariance. An amplitude compensation tech-
nique is proposed in order to increase the signal to noise ratio
at the target while back-propagating the eigenvectors. The
benefits of this method, in terms of resolution and signal to
noise ratio are evaluated with ultrasonic shallow water ex-
periments.

The effect of noise and reverberation is then studied in
the realistic sandy wave-guide model. New eigenvalues ap-
pear and their physical meaning is analyzed. After amplitude
compensation, the corresponding eigenvector is used in the
experiment to focus back on the bottom.

II. GENERALIZED FORMULATION OF TRO
DECOMPOSITION

The acoustic configuration consists of a number of tar-
gets and a vertical SRA ofN transducers in a time invariant
medium. Authors6,7,10,11,14usually construct the TRO by the
direct measurement of the interelement impulse functions
ki , j (t) and then Fourier transform these functions to provide
the array response matrixK ~v!. In fact, as already shown by
Lingevitch,14 a more general method consists in emitting sig-
nals at the same time by the whole transducers set. It in-
creases up toN times the source level of the system.K ~v!
can then be measured with any chosen orthogonal family of
N signalsEH(v) defined by

(
m51,N

Ei ,m~v!Ej ,m~v!5d i , j , 1< i , j <N, ~1!

R(v)5K (v)EH(v) is a measure of the transfer matrix in
the same basis as previously but using another basis of emis-
sion. The knowledge ofR~v! givesK (v)5R(v)EH(v)21.a!Electronic mail: thomas.folegot@ago.fr
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To reduce acquisition time and data size, only a subset ofM
vectors ofEH(v) need be used. As long asM remains much
larger than the number of targets in the medium,R~v! pro-
vides a good approximation ofK ~v!. The TRO was defined
asK†(v)•K (v)6, where@ #† denotes the complex conjugate
transpose. It is a Hermitian matrix which is diagonalizable at
all frequencies.5,6 Nevertheless, in practice, it is convenient
to calculate the singular value decomposition of the transfer
matrix, possibly after matched filtering,

K ~v!5U~v!S~v!V†~v!. ~2!

S~v! is a real diagonal matrix of the singular values, and
U~v! and V~v! are unitary matrices. The eigenvaluesl i of
the TRO are the squares of the singular values ofK ~v! and
the eigenvectors are the columns ofV~v!. At this stage, we
notice that if EH(v)5E(v)I , @where E(v) is the Fourier
transform of the emitted signal andI is a unitary matrix# the
SVD of K ~v! is simply related to the SVD ofR~v!. In this
paper, we assume that the target behaves as a discontinuity of
compressibility. In this case, the number of ‘‘nonzero’’ eigen-
values is exactly the number of independent secondary
sources given by the resolved scatterers present in the
medium.7 Eigenvectors are calculated in the time domain
using an inverse Fourier transform, as described in Ref. 10.

III. EFFECT OF ABSORPTION

A. Theoretical approach

Let us consider the general ray-based formulation of the
time dependent Green function between transduceri and the
position of a single pointlike scatterer after multipath propa-
gation ~the response of the transduceri is not taken into
account!:

Gi~ t !5(
r

Lr ,id~ t2t r ,i !, 21<Lr ,i<1, ~3!

whered(t) is equal to 1 att50 and is zero otherwise,uLr ,i u
is the loss of ther th arrival received by thei th transducer
due to reflections and containing the effect of geometric
spreading, andt r ,i its time delay. Each nonzero temporal
eigenvectorV(t)5$Vi(t)% i 51,N of the TRO has the same
multipath structure asGi(t) and can be written with the same
convention as

Vi~ t !5(
r

Lr ,iEd~ t1t r ,i !,

where E is the maximum level supported by each source.
The pressure at focus location and at focus time (t50) ob-
tained while transmittingV(t) in the medium is

pf~ t50!5S (
i 51,N

Gi~ t ! ^ Vi~ t ! D
t50

5 (
i 51,N

(
r

Lr ,i
2 E. ~4!

The time reversal process is affected by losses in the medium
and especially at the interfaces. Thus, the losses at each
reflection15 result in an apodization of the virtual array given
by the image theory.1 Consequently, both vertical and hori-
zontal resolutions are degraded.

Tanter et al.16 proposed an amplitude compensation
technique in the space domain for attenuated signals through
the skull. In their case, only diffraction and absorption af-
fected the propagation. Therefore, the compensation was per-
formed at once for the entire signal received on each trans-
ducer. In our case of multipath propagation in a wave guide,
the losses affect each arrival differently depending on the
number of reflections. Thus, a specific technique has been
developed in order to compensate strictly for this effect. In
practice, the maximum level supported by each source isE.
Therefore, each componentVi(t) of the eigenvector has to
be transformed intoṼi(t) by multiplying each arrivalr by
minr(Lr,i)/Lr,i

2 ,

Ṽi~ t !5(
r

minr~Lr ,i !

Lr ,i
Ed~t r ,i1t !.

This transformation provides a uniform amplitude wavefront
near the focus, and as a consequence, better time compres-
sion and lower side lobes. In this case, the pressure at the
focus and at time zero is

p̃f~ t50!5S (
i 51,N

Gi~ t ! ^ Ṽi~ t ! D
t50

5 (
i 51,N

(
r

min~Lr ,i !E. ~5!

FIG. 2. Experimental evolution of TRO eigenvalues in a rigid wave guide
between 1 to 2 MHz. The dotted line represents the frequency response of
the system.

FIG. 1. Three kinds of bottom used for the ultrasonic experiments:~a!
Perfectly rigid steel bottom,~b! absorbing Plexiglas bottom, and~c! absorb-
ing and reverberating sand on steel bottom.
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Therefore, the signal level at the focus will be very low
because of the addition of the environmental losses. The best
way to maximizepf(t50) in order to maximize the signal to
noise ratio at the target location is to normalize the amplitude
of each arrival toE,

V5 i~ t !5(
r

Ed~t r ,i1t !.

One effect is to minimize virtual array apodization. In this
case, the pressure at the focus is

p5 f~ t50!5S (
i 51,N

Gi~ t ! ^ V5 i~ t ! D
t50

5 (
i 51,N

(
r

Lr ,iE.

~6!

The pressure is maximized despite higher side lobes. The
expected gain is closely related to both the number of array
elements and the number of arrivals. In the following sec-
tions, we show experimentally the impact of this last weight-
ing technique in comparison with the formal TRO eigenvec-
tors.

In practice, separating the arrivals is not easy. Therefore,
after matched filter processing, the envelope of each signal
V i(t) is calculated. Wave packets above a given threshold
are isolated and normalized individually. As a consequence,
most of the noise is not increased and the technique guaran-
tees better resolution and better signal to noise ratio.

B. Experimental results

The results we present concern ultrasonic experiments
within a water tank in the ultrasonic domain. The 40-element
SRA has a 1.5 MHz central frequency and the array pitch is
equal to 0.58 mm. ForF@D, whereF is the range andD the
array aperture, the vertical and horizontal resolutions15 in
free space areRz'l(F/D) and Rx'7l(F/D)2. The con-
figuration in the experiment givesRz'14l.

Two different kinds of bottom are compared@Figs. 1~a!
and~b!#. In both cases, the water depth is 27 mm and a single
target~a wire of 0.04l diameter, wherel is the wavelength!
is placed in the water column at 330 mm range. For bottom
~a!, the lower boundary is a water/steel plane interface. The
critical angle is very high and the losses of reflected arrivals
are due to scattering and diffraction. Bottom~b! is a Plexi-
glas plate. Only a few bottom-reflected arrivals are above
electronic noise because of a low critical angle and the large
absorption.

The time reversal operator is measured and decomposed
for bottom~a! and~b!. In both cases, the first nonzero eigen-
value corresponds to the single target in the water column
~Figs. 2 and 3!. The temporal eigenvector obtained by an
inverse Fourier transform is shown for each kind of bottom
in Figs. 4 and 5. Indeed, it presents a series of resolved
arrivals and one late unresolved arrival resulting from the
interference between the direct rays and the lowest surface
bottom reflected rays. The time dispersion of the eigenvec-
tors depends on the absorption as well as on the number of
resolved arrivals.

For bottom~a!, the high critical angle of steel allows a
large number of attenuated arrivals. Attenuation is due to

scattering on the surface and on the bottom at each reflection.
Therefore, the back propagation of this eigenvector gives a
pressure profile focusing at the correct depth and range. The
observed vertical resolution at the focus, while propagating
the first eigenvector without any amplitude compensation, is
about 4l ~dotted curve in Fig. 6 right!. Therefore, in this
case, the gain using the DORT method without amplitude
compensation is about 3.5 and the equivalent array aperture
in this wave guide~including apodization! is about 3.5 D.
Thus, the gain in terms of horizontal resolution is about 12.

Amplitude compensation of the first eigenvector is car-
ried out with the objective of increasing the acoustic pressure
on the target as much as possible@Eq. ~6!#. As expected, the
signal to noise ratio gain is considerable, about 23 dB above
the previous case. The vertical resolution is now approaching
the diffraction limit value ofl/2 ~solid curve in Fig. 6 right!.

In the case of a high absorption level, as observed for
the bottom~b!, the benefit of amplitude compensation is af-
fected by the low number of distinguishable arrivals above
noise. The number of resolved arrivals is severely limited by

FIG. 3. Experimental TRO eigenvalues versus frequency in a highly absorb-
ing wave guide made of Plexiglas.

FIG. 4. First eigenvector versus time and depth measured in a perfect rigid
wave guide~top! and after amplitude compensation~bottom!.
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bottom absorption. However, as the amplitude compensation
increases the contribution of the reflected arrivals, the verti-
cal resolution remains good~Fig. 7!. The signal to noise ratio
at the target increases by 9 to 12 dB after amplitude compen-
sation.

IV. REVERBERATION

Let us consider a single pointlike target in a shallow
water environment when electronic noise and bottom rever-
beration occur. The bottom~c! is a steel base covered by a
sandy layer that creates a realistic model of bottom rever-
beration @Fig. 1~c!#. The grain size of the sand is 0.5
60.2 mm, which is around half a wavelength. For example,
at 1 kHz in a real ocean it should correspond more to rocks
than a sandy bottom. The reverberation curve in a monostatic
configuration has been measured, Fig. 8. It shows that this

model provides a realistic representation of a reverberating
and absorbing medium.

A. Ambient noise

In Figs. 2 and 3, one observes nonzero singular values,
which are the signature of noise. The source level or the
emission basisEH used for the matrix acquisition will not
affect the electronic and ambient noise eigenvalues. Never-
theless, the target eigenvalue levels also improve with the
increase of the mean emitted energy. Therefore, the detection
threshold should be improved in the same proportions.

B. Reverberation

In a theoretical work, Lingevitchet al.14 extended the
DORT method by modelling stochastic reverberation returns

FIG. 5. First eigenvector versus time and depth measured in a wave guide
with bottom absorption~top! and after amplitude compensation~bottom!.

FIG. 6. Effect of amplitude compensation on the focus in a perfect rigid
wave guide: the signals versus depth and time are measured while propa-
gating the first eigenvector~left! and the compensated eigenvector~center!.
The integrated energy versus depth~right! shows the gain of the vertical
resolution when amplitude is compensated~solid curve!.

FIG. 7. Effect of amplitude compensation on the focus in an absorbing wave
guide: the normalized signals versus depth and time are measured in dB
while propagating the eigenvector~left!, and the compensated eigenvector
~center!. The integrated energy versus depth~right! shows an improved ver-
tical resolution when the amplitude is compensated~solid curve!.

FIG. 8. Monostatic reverberation curve measured for the sand covered steel
bottom: the reverberation is due to the sandy layer.
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from a rough sediment interface in an ocean wave guide.
From their model, they demonstrated that the returned sig-
nals focus at the rough bottom interface.

In our experiment, the TRO is constructed in the pres-
ence of a single pointlike scatterer at 8.5 mm depth and at
330 mm range in a 25 mm deep sandy wave guide. Figure 9
shows the eigenvalues versus frequency whenEH5E(v)I
~canonical basis! and whenEH5E(v)H, where H is the
Hadamard matrix~Walsh basis14,17!. Additional nonzero ei-
genvalues appear in the curves. The magnitude of the singu-
lar values areN times higher in the Walsh basis than for the
canonical emission~N being the number of array elements!
because the source level of the system isN times higher in
the Walsh basis. However, at each frequency, the relative
magnitudes of the singular values are unchanged, meaning
that the second singular value is not due to electronic noise
but to an acoustic phenomenonlike reverberation. The differ-
ences of shape are unexpected since the Walsh basis is or-

thonormal and the singular values should be invariant to
changes of bases. The coupling between the transducers,
which occurs while all the channels are excited simulta-
neously, implies that the real emitted signals are not strictly
orthogonal.

The time reversal operator is measured with bottom~c!
using the canonical basisEH5E(v)I . The two first eigen-
vectors are calculated~Fig. 10!, compensated as described
previously and back propagated. The pressure fields shown
in Fig. 11 measured around the target position point out the
vertical and horizontal resolution enhancement due to the
amplitude compensation. The focusing is achieved on the
sandy floor at the same range for the second eigenvector.
These results confirm two important properties of the DORT
method: first, the ability to take advantage of the environ-
ment, of the multipath propagation and of the used returned
reverberation signals to increase signal to noise ratio on lo-
calized areas, second the ability to separate the reverberation
from the target echo and consequently, the ability to focus
selectively between reverberation and target.

This result is nontrivial because the spatial dispersion of
the bottom speckle and the spatial focus zone are highly
dependent on the time window length used in the time rever-
sal operator. In fact, in order to increase the resolution, the
method needs to take into account the whole time dispersion
of echoes. Nevertheless, the time window must be limited
because of the continuity of the target distribution in the
bottom. In the experiment, the effective time window is 18
ms. As seen for the first dependent eigenvector associated
with the pointlike target~left-hand side of Fig. 10!, it allows
about eight or nine reflected arrivals. The ranges of focus for
both eigenvectors are the same and the focus sizes are both
of the same order. The focus occurs at the closest range
defined by the beginning of the time window. This can be
explained by the greater attenuation of the return signal from
longer ranges. The DORT method allows spatial selection on
the bottom, and focus on its most reflective part. The char-
acteristic size of the focus on the bottom is given by the

FIG. 10. First~left! and second~right! eigenvectors obtained in the realistic
ocean wave guide~top! and after amplitude compensation~bottom!.

FIG. 11. Range and depth distribution of acoustic energy around the target
position by back propagation of the first eigenvector without~top! and with
~middle! amplitude compensation and the second eigenvector with ampli-
tude compensation~bottom!.

FIG. 9. Singular values versus frequency in a realistic ocean wave guide
with absorption and reverberation whileEH is proportional to identity~left!
and whileEH is proportional to the Walsh matrix~right!.
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resolution of the complete system, composed of the array, the
shallow water environment and the post-processing ampli-
tude compensation.

V. CONCLUSION

These experiments show the ability of the DORT
method to separate target echo from the reverberation signal.
They also show the huge benefits of amplitude compensation
for increasing the signal to noise ratio at the target and im-
proving the vertical and horizontal resolution. The signal to
noise ratio gain and the size of focus is directly connected to
the array configuration, the environment characteristics and
the method of amplitude compensation. Array configuration
defines the basic resolution, the range limits of detection and
the quality of focus by setting the level of side lobes. Multi-
path propagation associated with amplitude compensation
provides a significant gain in the vertical and the horizontal
resolutions and allows the possibility for focusing on the
bottom.
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Guided waves in an elastic plate surrounded by air propagate with very low attenuation. This paper
describes the effect on this propagation of compressively loading an elastomer with high internal
damping against one surface of the elastic plate. The propagation of both A0 and S0 Lamb modes
is considered. The principal effect is shown to be increased attenuation of the guided waves. This
attenuation is caused by leakage of energy from the plate into the elastomer, where it is dissipated
due to high viscoelastic damping. It is shown that the increase in attenuation is strongly dependent
on the compressive load applied across the solid–solid interface. This interface is represented as a
spring layer in a continuum model of the system. Both normal and shear stiffnesses of the interface
are quantified from the attenuation of A0 and S0 Lamb waves measured at each step of the
compressive loading. The normal stiffness is also measured independently by normal incidence,
bulk longitudinal wave ultrasound. The resulting predictions of wave propagation behavior, such as
attenuation, obtained by the model are in excellent agreement with those measured experimentally.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1568754#

PACS numbers: 43.35.Cg@YHB#

I. INTRODUCTION

Lamb waves, and other guided waves, have long been
known to offer the potential for long range, nondestructive
inspection of engineering structures. Recent years have seen
these techniques becoming more widely used by industry to
solve a number of important inspection problems such as the
rapid inspection of pipelines~Alleyne and Cawley, 1996;
Rose et al., 1994!. The possible uses of Lamb waves are
numerous and it is clear that over the coming years a range
of new applications will emerge. Due to the complexity of
the Lamb wave propagation phenomena, a clear understand-
ing of the wave propagation characteristics must be obtained
before any practical testing is initiated. If this understanding
is not present, then misinterpretation of the results can easily
occur. This paper deals with the topic of the interaction of
Lamb waves, more specifically the A0 and S0 modes, with a
solid–solid interface. This solid–solid interface is the contact
between two dry, rough surfaces and could represent a kiss-
ing bond in an adhesive joint or the contacting surfaces of a
bolted joint. Contact between the surfaces occurs between
the peaks of the surface roughness. The ultrasound will
‘‘see’’ the solid–solid interface as an array of scatterers,
which are the air gaps left between the contacting regions.

The interaction of bulk waves with solid–solid inter-
faces has been the subject of considerable research effort.
Kendal and Tabor~1971! proposed that if the wavelength of
the ultrasound was large compared to the scatterers at the

interface, then such interfaces could be modeled as a distrib-
uted spring. This approach has been validated experimentally
~Haines, 1980; Drinkwateret al., 1996; Lavrentyev and
Rokhlin, 1998! on a range of different systems. Other models
of solid–solid interfaces have also been proposed. Kro-
likowski and Szczepek~1991! used viscous and hysteretic
damping components in a model of a solid interface, though
this was not validated experimentally. Baik and Thompson
~1984! developed a mass-spring model, which considered the
interfaces to have a significant mass component. Margetan
et al. ~1992! validated this mass-spring model on a range of
interfaces and showed that, if the interface was thin or its
density low, then the mass term could be neglected. Nagy
~1992! introduced the concept of a slip boundary condition in
which the interface has a normal stiffness and no shear stiff-
ness.

A number of authors have considered the propagation of
interface waves along solid–solid interfaces. Rokhlinet al.
~1981! considered an interface wave propagating along a thin
layer of adhesive between two elastic half-spaces. These in-
terface waves were excited by mode conversion from Ray-
leigh waves which were generated at the free surface of a
half space. They showed that the velocity of the interface
wave was governed by the elastic properties of the interface
layer.

Rokhlin and Wang~1991! demonstrated analytically that
such a thin viscoelastic interface layer could be approxi-
mated by a spring if the mass of the layer was small. Murty
and Kumar~1991! suggested a more general model in which
the thin interface layer contained a viscous damping term asa!Electronic mail: b.drinkwater@bristol.ac.uk
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well as an elastic term. Matteiet al. ~1997! used a laser
interferometer to measure the displacement fields of interface
waves between two transparent solids. They showed that slip
boundary conditions could be used in the case where a thin
layer of fluid existed at the interface.

A number of authors~Mal et al., 1989; Kundu and
Masalov, 1997; Kunduet al., 1998; Daltonet al., 2001! have
suggested that Lamb waves can be used to characterize
solid–solid interfaces. Kunduet al. measured Lamb wave
propagation~phase velocity! in two glass plates, compres-
sively loaded against one another. They suggested that the
A1 mode was particularly sensitive to the interfacial condi-
tion. Dalton et al. computed the Lamb wave propagation
characteristics of a plate coupled to a sealant layer. In the
system they considered the sealant to be thick and its attenu-
ation high, so they modeled it as semi-infinite. They showed
good agreement between experiment and theory and that the
attenuation of the modes was dependent on the properties of
the sealant. In this paper, these approaches are extended by
considering the case when the coupling between the plate
and the half-space is imperfect. The paper has two specific
aims; first to show that a spring model of the interface is
sufficient to describe the interaction of Lamb waves with a
solid–solid interface. The second aim is to demonstrate how,
by using the A0 and S0 Lamb modes, the normal and shear
stiffness of the solid–solid interface between a glass plate
and semi-infinite elastomer can be measured.

In Sec. II of this paper experiments are described in
which normal incident bulk waves are used to measure the
longitudinal stiffness of a glass–elastomer interface. In Sec.
III these interfacial stiffness measurements are then used as
inputs to a model which predicts the propagation of S0 and
A0 Lamb modes in a glass–elastomer bi-layer in air. Section
IV then describes an experimental study of the interaction of
S0 and A0 Lamb modes with this system and explains how
these measurements can be used to obtain normal and shear
interfacial stiffnesses.

II. DETERMINATION OF THE INTERFACIAL SPRING
CONSTANTS USING BULK WAVES

A. Apparatus and results

In this section measurements of the reflection coefficient
of normal incidence bulk longitudinal waves are used to
measure the normal stiffness of the interface. The approach
is based on that first developed by Kendal and Tabor~1971!.
Figure 1 shows the apparatus used to measure the reflection
coefficient variation with compressive pressure. A longitudi-
nal wave ultrasonic transducer was coupled to a glass plate

through a water bath. It was not possible to use the same
frequency as in the Lamb~120 and 300 kHz! wave experi-
ments described in Sec. IV as that would have required a
glass plate thicker than 200 mm to guarantee separation of
the reflections. The stiffness of the interface should not be a
function of frequency and so a higher frequency~1 MHz!
was chosen, which allowed a 20 mm thick glass plate to be
used. The validity of this assumption is explored later in Sec.
IV B. The signal reflected from the glass–air interface was
recorded as a reference at which the reflection coefficient is
known to be equal to unity. An elastomer plate~see Table I
for material properties! of identical mechanical properties
and surface roughness to that used in the Lamb wave experi-
ments described in Sec. IV was then loaded against the glass
plate. The signal reflected from the glass–elastomer interface
was recorded as a function of load. For each load increment,
the reflection coefficient was calculated by dividing the
glass–elastomer measurement by the glass–air measurement
in the frequency domain. This gave the reflection coefficient
spectrum over the bandwidth of the transducer. Figure 2
shows how the measured 1 MHz longitudinal reflection co-
efficient varies for a loading and unloading cycle. Note that
the applied load was chosen to generate similar contact pres-
sures~0.47 MPa! as used in the Lamb attenuation experi-
ments~0.42 MPa! described in Sec. IV. Figure 2 shows clear
hysteresis between the loading and unloading lines which is

FIG. 1. Schematic diagram of apparatus to measure the normal incidence
longitudinal glass–elastomer reflection coefficient.

TABLE I. Acoustic properties of glass, elastomer, and air used in the modeling. Properties of air are those at
20 °C. The velocities and attenuations of the glass and elastomer were measured at 300 kHz.

Material
Thickness

~mm!
Density
~kg/m3!

Longitudinal
Velocity

~m/s!

Longitudinal
Attenuation
at 300 kHz

~dB/cm!

Shear
velocity
~m/s!

Shear
attenuation
at 300 kHz

~dB/cm!

Glass 3.9 2460 5880 0 3490 0
Elastomer 8.8 1250 1960 3.5 566 15
Air ¯ 1.225 343 ¯ ¯ ¯
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similar to that observed for metal–metal contacts by Drink-
wateret al. ~1996! and explained as contact adhesion. It can
also be seen that the reduction in reflection coefficient is very
small~'4%! at the highest contact pressures. However, mea-
surements shown in Fig. 2 are reproducible within 0.5%,
thus giving good confidence in these results. This experiment
was repeated for a 1 MHz shear transducer coupled to the
glass plate with viscous couplant. In this case, no measurable
change in the shear reflection was observed and so no mean-
ingful measurement of the shear stiffness was obtained.

B. Discussion

If it is assumed that the solid–solid interface can be
modeled as a spring boundary condition, then the measured
reflection coefficient,R12, can be used to calculate the inter-
facial stiffness per unit area,K, from ~Drinkwater et al.,
1996!

K5vz1z2A 12uR12u2

uR12u2~z11z2!22~z12z2!2, ~1!

wherez is the acoustic impedance~product of density and
wave speed!, the subscripts referring to the media either side
of the interface, andv is the angular frequency. It can be
seen from Eq.~1! that as the reflection coefficient approaches
unity, the calculated stiffness will be sensitive to small re-
flection coefficient errors. Equation~1! can now be used to
demonstrate the difficulties of measuring the shear stiffness
using bulk wave reflection coefficients. Figure 3 shows lon-
gitudinal bulk wave reflection coefficient plotted as a func-
tion of normal stiffness,KN , and shear bulk wave reflection
coefficient as a function of shear stiffness,KT . Marked on
the longitudinal wave graph are the stiffness and reflection
coefficient, which correspond to the maximum load point
shown in Fig. 2 (KN55.331012 N/m3 and RC50.965).
Shown on the shear wave line are estimates of the shear
stiffness corresponding to this maximum load point. If the
interface layer is assumed to be a layer of elastic solid, then
the ratio of normal to shear stiffness is governed by Poisson’s
ratio, n, by the well-known relation,

KN

KT
5

2~12n!

122n
. ~2!

The three points, which are shown on the shear wave line on
Fig. 3, correspond to Poisson’s ratios of 0.35, 0.4, and 0.45
which giveKN /KT ratios of 4.3, 6, and 11, respectively. As
can be seen from Fig. 3, these shear stiffness values result in
reflection coefficients of greater than 0.985. This means that
in order to measure the shear stiffness using bulk wave re-
flection coefficients at normal incidence~at 1 MHz! would
require the measurement of a 1.5%~or less! drop in signal
amplitude. Such reflection coefficients are too close to unity
to measure accurately with most commercially available ap-
paratus and so no accurate measure of shear stiffness was
possible. The physical reason for this is that the shear stiff-
ness of the glass–elastomer contact is very low and so high-
frequency bulk shear wave are almost completely reflected.
If the interfacial stiffness is higher, then bulk shear wave
reflectivity measurements are possible. For example, Bal-
tazaret al. ~2002! measured the shear interfacial stiffness of
an aluminum–aluminium interface using an oblique inci-
dence technique.

III. MODELING OF THE A0 AND S0 INTERACTIONS
WITH A COMPRESSIVELY LOADED INTERFACE

A. Description of model

The propagation of Lamb modes in a system including a
compressively loaded interface was modeled using the sur-
face impedance method~Honein et al., 1991!, which is nu-
merically more stable than the standard transfer matrix
method and faster than the global matrix method~Lowe,
1995!. This method is also convenient in satisfying boundary
conditions for different layered media cases and in obtaining
modal solutions. The layered system is shown schematically
in Fig. 4. The system modeled, was considered as infinitely
wide in the directionx3 normal to the plane of propagation,
i.e., the system was in plane strain. Experimentally the di-
mension of the system in thex3 direction was large com-
pared to the width of the ultrasonic beams making this as-
sumption reasonable. The plane of propagation was formed
by the axisx1 and x2 , wherex1 is normal to the various

FIG. 2. Measured longitudinal glass–elastomer reflection coefficient varia-
tion as a function of contact pressure~1 MHz!.

FIG. 3. Spring model prediction of the normal incidence shear and longitu-
dinal reflection coefficient variation as a function of stiffness~1 MHz!.
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interfaces andx2 is the direction of propagation for guided
modes. The system was modeled as infinitely long in the
direction of propagation. As can be seen from Fig. 4 the
system modeled was a 3.9-mm-thick glass plate, surrounded
by semi-infinite air on one side and semi-infinite elastomer
on the other. There was a solid–solid interface between the
glass plate and the elastomer and this interface was modeled
by a 10mm thick, isotropic layer, the properties of which are
the mass density and elastic moduli. Using the usual notation
for the indices~Auld, 1990!, only two elastic moduli,C11

andC66, are sufficient to represent the mechanical properties
of this interface, in the plane of propagation formed by the
axisx1 andx2 , the otherCi j ’s, C22 andC12, being such that
C225C11 andC125C1122C66. The very small thickness of
this interface layer meant that the value chosen for the mass
density of the interface had a negligible effect on the propa-
gation of modes guided in the system~Pialuchaet al., 1993!
and so the effect of the interface layer is governed by the
elastic moduli,C11 and C66. This interface layer approxi-
mates a distributed spring interface with the normal and
transverse stiffnesses, given byKN5C11/h and KT

5C66/h, respectively. Using this approach, the dispersion
curves of modes guided along the glass plate were modeled
for the cases of leakage of energy either into two semi-
infinite half-spaces of air, or into one semi-infinite half-space

of air and into one semi-infinite half-space of elastomer, via
the interface. Both the phase velocity and the attenuation of
various modes have been predicted using the impedance
method. The air, glass, and elastomer properties were fixed
~see Table I!, while KN andKT of the interface were varied
in order to fit the experimental attenuation of guided modes.

B. Results and discussion

The modeling approach described in Sec. III A above
was used to predict the dispersion curves for a 3.9 mm thick
glass plate in air. The resulting dispersion curves are shown
in Fig. 5~a!. The work in this paper concentrates on the two
fundamental modes, A0 and S0 , and so Fig. 5~a! concentrates
on the low frequency-thickness region where these modes
are distinct and propagate with very different phase and
group velocities. The plotted frequency thickness range cor-
responds to 0–1 MHz, for the 3.9 mm glass plate. Figure
5~b! shows that the attenuation of these modes is very small,
due to the low level of leakage into the surrounding air. Note
that for the fundamental modes, the extremely low values of
attenuation were too small to be measurable. The crosses in
Fig. 6 show the through-thickness displacement fields for the
glass plate in air in this low frequency region (A0 at 300 kHz
and S0 at 120 kHz!. From this it can be seen that both modes
are composed of a combination of displacement normal to,
and in the plane of, the surface of the plate. It can also be
seen from Fig. 6 that the A0 displacement field is mostly
normal to the surface whereas that of S0 is mostly in the
plane of the plate. Note that the displacement fields shown in
Fig. 6 are similar to those predicted by Seifriedet al. ~2002!
for an aluminum–adhesive system.

Figure 7~a! shows the predicted dispersion curves for a
3.9 mm glass plate with semi-infinite air on one side and
semi-infinite elastomer on the other~see Table I for material
data!. A comparison of Fig. 7~a! with Fig. 5~a! shows that the
phase velocities of A0 and S0 are not significantly changed
over the plotted frequency-thickness range except at very
low frequency-thicknesses. However, comparison of Figs.

FIG. 4. Schematic diagram of the modeled system consisting of air–glass–
‘‘interface layer’’–elastomer.

FIG. 5. Dispersion curves for Lamb modes propagating in an air-coupled 3.9-mm-thick glass plate:~a! phase velocity and~b! attenuation: Numerical
predictions~———! and experimental data~lll!.
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7~b! and 5~b! shows that the attenuation of the modes is
increased by over 300%. If a spring interface layer is now
introduced into the model to represent the solid–solid con-
tact, then, depending on the stiffness of that layer, the attenu-
ation dispersion curves can be either as shown in Fig. 5~a! ~if
stiffness equals zero!, as in Fig. 7~a! ~if stiffness is infinite!,
or to have some value in between. It can be seen, then, that
changes in the stiffness values ofKN andKT have negligible
effects on the phase velocity dispersion curves but a strong
effect on the Lamb mode attenuation. This can be further
understood by comparison of the A0 and S0 through-
thickness displacement fields for a free glass plate and a
glass plate loaded with a semi-infinite half-space of elas-
tomer shown in Fig. 6. This figure shows that the glass plate
through-thickness fields are almost identical, whether the
elastomer is present or not, for A0 and S0 in the low
frequency-thickness region. This is therefore consistent with
the similar phase velocity dispersion curves for A0 and S0

shown in Figs. 5~a! and 7~a!.

In order to analyze this system further, predictions of the
normal and shear stiffness of the glass–elastomer contact at a
contact pressure of 0.1 MPa were made. First, the normal
stiffness at 0.1 MPa was calculated from the high-frequency,
normal incidence experiment~Fig. 2! using Eq.~1!. Second,
this normal stiffness was used in the dispersion curve predic-
tion software and the shear stiffness varied until the pre-
dicted S0 attenuation~at 120 kHz! was equal to that which
was measured experimentally~see Sec. IV for fuller details
of the experiments!. This gave KN52.831012 N/m3 and
KT50.6531012 N/m3. Using these stiffness values as a
starting point, Fig. 8 shows the sensitivity of the A0 and S0

attenuation to changes inKN andKT . For these plots sensi-
tivity has been defined as

Sensitivity5
a02a20%

a0
, ~3!

wherea0 is the attenuation of the mode at the initial values

FIG. 6. Through-thickness displacement distributions of power-normalized Lamb modes in an air–glass–elastomer system~3.9-mm-thick glass plate!: ~a! A0

mode at 300 kHz and~b! S0 mode at 120 kHz. Note that the crosses are the displacement distributions for the air–glass–air system.

FIG. 7. Dispersion curves for guided waves propagating in an air–glass–elastomer system~3.9-mm-thick glass plate!: ~a! phase velocity and~b! attenuation.
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of eitherKN or KT anda20% is the attenuation of the same
mode if one of the stiffness is increased by 20% above this
initial value. Note that the initial values ofKN andKT chosen
for this sensitivity study do not significantly affect the gen-
eral result of this sensitivity study. From Fig. 8~a! it can be
seen that for S0 , KT has a significant effect on attenuation
across the plotted frequency range and that the influence of
KN increases with frequency. Below 0.5 MHz.mm, the S0

attenuation is virtually independent ofKN . Conversely, from
Fig. 8~b! it can be seen that for A0 , changes inKN have a
significant effect on the attenuation except at very low fre-
quencies, whereas changes inKT have a much smaller effect
across the whole frequency range. These effects can be ex-
plained by consideration of the displacement fields shown in
Fig. 6 which show that the S0 displacement field at 0.47
MHz.mm is predominantly in-plane whereas that of A0 at
1.17 MHz.mm is a combination of normal and in-plane mo-
tion, with the normal motion being slightly greater.

This sensitivity study points to an exciting possibility,
which is that combined low-frequency S0 and A0 attenuation
measurements can be used to measureKT andKN . Of par-
ticular importance is the fact thatKT can potentially be mea-
sured with good accuracy whereas such a measurement, as
described in Sec. II B was shown to be very difficult using
normal incidence bulk waves.

IV. MEASUREMENTS OF THE INTERACTIONS OF A 0
AND S0 WITH A COMPRESSIVELY LOADED
INTERFACE

A. Experimental apparatus and method

The experimental setup shown in Figs. 9 and 10 was
used to generate and detect the Lamb waves (A0 and S0) in
a 3.9 mm glass plate. The plate measured 600 mm by 300
mm. Based on the sensitivity study results shown in Fig. 8
measurement positions were chosen centered on 120 kHz~or
0.47 MHz.mm! for S0 and 300 kHz~1.17 MHz.mm! for A0 .
At 0.47 MHz.mm the aim was to calculateKT from the S0

measurement, where there is little sensitivity toKN . At 1.17
MHz.mm A0 is sensitive toKN and so the aim was to use
this measurement to calculateKN , based on the previously
measuredKT . For the measurement of A0 at 300 kHz an
air-coupled transmitter and an air-coupled receiver were
used. The transducers were capacitive and had an active di-
ameter of 45 mm. Their frequency bandwidth was centered
at 200 kHz with215 dB points at 50 and 400 kHz. A 10-
cycle Hanning windowed tone burst was input to the trans-
mitting transducer centered on 300 kHz. Both transducers
were inclined at 8°, with respect to the normal of the plate,
which was calculated from the dispersion curves shown in
Fig. 5~a! using the coincidence principle~Auld, 1990!. The

FIG. 8. Sensitivity of Lamb attenuation to an increase of 20% inKN ~———! and KT ~---! stiffnesses of the interface between the glass plate and the
elastomer sample:~a! attenuation of S0 and ~b! attenuation of A0 .

FIG. 9. Photograph of experimental
apparatus used for measuring the at-
tenuation of Lamb modes due to leak-
age through compressively loaded in-
terface.
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air coupling means that both the transmitter and receiver are
sensitive to normal displacement of the plate and insensitive
to in-plane displacement. This means that they are ideally
suited to the measurement of A0 , which has a large normal
displacement component. As S0 is made up of mostly in-
plane displacement, a different experimental setup was used
for this measurement. As can be seen in Figs. 9 and 10 a
piezoelectric contact transducer~active element size was 100
mm long by 40 mm wide! was placed against the edge of the
plate. This generates a large in-plane displacement, strongly
exciting S0 . An air-coupled receiver, inclined at 3.5° with
respect to the normal of the plate, was then used to detect S0

by measurement of its small normal displacement. In the
cases of both A0 and S0 propagating along the plate, the
air-coupled receiver was moved away from the transmitter,
along a 60 mm long path, by steps of 4 mm. For each posi-
tion, the temporal signal was captured and signal processing
@see Castaings and Hosten~2001! for a fuller description#
was used to enable an accurate measurement of the variation
with frequency of the phase velocity for each mode. Figure
5~a! also shows the experimentally measured phase veloci-
ties for A0 and S0 for the glass plate alone from which it can
be seen that there is excellent agreement with the predicted
dispersion curves.

Experiments were then performed in order to measure
the interaction of A0 and S0 Lamb waves with a compres-

sively loaded interface. The experimental setup shown in
Figs. 9 and 10 was used to perform measurements in which a
26.4 mm thick elastomer plate measuring 160 mm by 60 mm
was compressively loaded against the previously described
glass plate. The elastomer plate was loaded through a thick
~60 mm! aluminum block. This acted as an effectively rigid
block and so the load was applied evenly across the top
surface of the elastomer plate. The glass plate was supported
by a 40 mm thick block of rigid foam. This supporting foam
was very porous and had a very low acoustic impedance and
so simulated air backing of the glass plate.

The elastomer plate was thick~26.4 mm! and highly
attenuative~see Table I!, so that any ultrasonic waves trans-
mitted into the elastomer were heavily attenuated. This
meant that the amplitudes of the reflections~both longitudi-
nal and shear! from the back face of the elastomer were
small ~,12% of the transmitted amplitude for a longitudinal
wave at 300 kHz! and so the elastomer was modeled as semi-
infinite in later analysis.

B. Results

The apparatus shown in Figs. 9 and 10 was used to load
the elastomer against the glass plate. The effect of this load-
ing on the propagation of A0 and S0 in the glass plate was
measured. At each load step the transmitted signal was re-
corded and transformed to the frequency domain using a fast
Fourier transform. The transmission coefficient was then cal-
culated by dividing the spectra of the transmitted pulse by a
reference measurement taken when no elastomer was present
and the attenuation was known to be zero~hence transmis-
sion coefficient equalled unity!. All signals were captured at
the same distance between transducers~300 mm! and so the
geometrical attenuation~beam spreading! was equal in the
measured and reference signals. In this way measured trans-
mission coefficient reductions are due to either the leakage of
energy into the surrounding media or reflections back from
the edges of the elastomer contact. The repeatability of these
transmission coefficient measurements was very good with

FIG. 10. Schematic diagram of the experimental apparatus used for measur-
ing the attenuation of Lamb modes.

FIG. 11. Experimental measurement of the Lamb wave transmission coefficient:~a! transmission coefficients for A0 and S0 as a function of contact pressure
and ~b! variation in A0 transmission coefficient across the width of the contact at 4000 N.
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an error of less than63%. Figure 11~a! shows how the mea-
sured transmission coefficient varied through a cycle of load-
ing and unloading for both A0 and S0 . From this figure it can
be seen that as the load~and hence contact pressure! was
increased, so the transmission coefficient decreased. At the
maximum contact pressure~0.42 MPa! the transmission co-
efficient of S0 had fallen to 0.68 and that of A0 to 0.29. It can
also be seen from Fig. 11~a! that there was a distinct differ-
ence between the loading and unloading parts of the cycles.
Typically the transmission coefficient at a given pressure on
the loading line was higher than on the unloading line. This
effect has been observed in earlier work on metal–metal con-
tact ~Drinkwateret al., 1996! and was explained as a contact
adhesion effect. On loading the contacting asperities~peaks
of the surface roughness! adhere to one another. On unload-
ing these adhered asperities tend to maintain the contact area.
As it is the solid–solid contact which causes the leakage, and
hence the attenuation, a lower transmission coefficient is
measured at a given contact pressure on unloading when
compared to loading. Figure 11~b! shows how the measured
transmission coefficient varies across the width of the
elastomer–glass contact. From this it can be seen that the
transmission coefficient was uniform over the central portion
of the contacting region and that it was slightly smaller to-
wards the edges, increasing to unity when the transmission
was made outside the contact area.

To allow the leakage of Lamb waves from the glass
plate into the elastomer to be calculated from the measured
transmission coefficient it was first necessary to separate
losses due to leakage into the elastomer from other possible
sources of transmission coefficient reduction. Two potential
alternative causes of a reduction in transmission coefficient
with load were investigated. First, leakage of S0 and A0 into
the foam was measured by compressing the glass plate be-
tween two blocks of foam. At the highest contact pressure
~0.42 MPa! this caused the transmission coefficient to fall by
4.4% to 0.956 for A0 . From this it can be deduced that in the
elastomer loading experiments where only one block of foam

is present, the leakage due to the foam will be under 2.2% at
the highest loads and below that for lower loads. This leak-
age mechanism was therefore neglected. The second possible
source of transmission coefficient reduction is by reflections
from the edge of the contact of the elastomer and glass
plates. An A0 reflection experiment was performed in which
the receiving transducer was placed close to the transmitting
transducers and oriented to receive A0 reflections. No mea-
surable reflected signals were observed and so this loss
mechanism was also neglected. No such experiment has been
performed for the incident S0 mode, but one would expect its
reflection from the edge of the elastomer–glass interface to
be even lower than that for the incident A0 mode, since S0 is
usually less sensitive to perturbations at the plate surfaces.

The following procedure was then adopted to determine
the normal and shear stiffnesses of the glass–elastomer in-
terface as a function of loading from the experimental data
described in Sec. IV A. For each load increment~using KN

52.831012 N/m3 and KT50.6531012 N/m3 as a starting
point! KT was adjusted until agreement was obtained with
the S0 attenuation measurement at 120 kHz. Using this new
value ofKT , KN was then adjusted until agreement was ob-
tained with the A0 attenuation measurement at 300 kHz. The
result of thisKN andKT optimization procedure is shown in
Fig. 12~a!. Figure 12~b! shows how theKN and KT values
extracted from this procedure varied as a function of loading.
Also shown on Fig. 12~b! are theKN values obtained from
the 1 MHz normal incidence measurements. The good agree-
ment between these stiffness measurements for the loading
cycle demonstrates that such Lamb wave measurements can
be used to measure interfacial stiffness. The unloading data
are not directly comparable as the normal incidence experi-
ment was loaded to a higher load and so the hysteresis loop
is shifted to the right. Note that the differences at low loads
are thought to be due to errors in the normal incidence mea-
surement which is very sensitive to reflection coefficient er-
rors as the reflection coefficient varies over a very small
range~between 1.0 and 0.965!.

FIG. 12. Variation with contact pressure of~a! the attenuation of A0 at 300 kHz and S0 at 120 kHz~experimental data are the points marked with crosses and
the predictions are the continuous lines! and~b! stiffnesses of the interface between the glass plate and the elastomer~predictions from Lamb wave attenuation
measurements are solid lines whereas that from the normal incidence measurements is dashed!.
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A study was also undertaken to assess the effect of er-
rors in the elastic properties of the elastomer on the A0 and
S0 attenuation predictions. It was estimated that the longitu-
dinal wave velocity was measured to an accuracy of65%
and the shear velocity615%. Table II shows the effect of a
612% variation of the measured velocities on the predicted
attenuation of A0 and S0 for constant interfacial stiffnesses
(KN54.331012 N/m3 andKT53.331012 N/m3). As can be
seen from Table II the A0 and S0 attenuation changes which
result from this 12% variation in elastomer velocities are
small ~,12.1%!. This means that the measurement of inter-
facial stiffness by this method is relatively insensitive to the
measured properties of the elastomer.

V. CONCLUSIONS

Measurements of the velocity and attenuation of A0 and
S0 in a glass plate loaded through a solid–solid contact with
an effectively semi-infinite elastomer have been made. These
measurements were made in the low frequency-thickness re-
gion ~below the A1 cutoff frequency! with A0 measured at
300 kHz~or 1.17 MHz.mm! and S0 measured at 120 kHz~or
0.468 MHz.mm!. These results show that, for both modes,
the velocity was virtually unaffected by the elastomer and
the applied load whereas the attenuation was strongly depen-
dent on the applied load. This was explained by the similar-
ity of the glass plate through-thickness displacement fields in
the air–glass–air system and the air–glass–elastomer sys-
tem.

It was proposed that the coupling across the solid–solid
interface can be modeled by a spring interface having both
normal and shear stiffness. As the load across the solid–solid
interface is increased, so the interface stiffnesses increases.
The dispersion characteristics of this system~air–glass–
‘‘spring interface’’–elastomer! have been modeled using a
multi-layered continuum model. At low frequency-thickness
products, the normal stiffness was found to affect the attenu-
ation of A0 and not that of S0 . Conversely the shear stiffness
was found to affect the attenuation of S0 and not A0 . This
fact means that the measurement of A0 and S0 can be used to
independently quantify both the normal and shear stiffnesses
of an interface. Again this finding was explained by consid-
eration of the in-plane and normal surface displacements of
the modes~i.e., A0 is dominated by normal displacement and
S0 by in-plane displacement!.

In a separate experiment, high frequency~1 MHz! nor-
mal incidence longitudinal wave measurements were used to
measure the glass-elastomer interfacial normal stiffness as a
function of load. Good agreement was found between stiff-
ness obtained from these normal incidence measurements
and stiffness measured via A0 and S0 attenuation measure-
ments.
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Precise measurements of bulk-wave ultrasonic velocity
dispersion and attenuation in solid materials in the VHF range
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A general method was established for precisely measuring velocity dispersion and attenuation in
solid specimens with acoustic losses in the very high frequency~VHF! range, using the
complex-mode measurement method and the diffraction correction method. Experimental
procedures were presented for implementing such a method and demonstrated this measurement
method in the frequency range of 50–230 MHz, using borosilicate glass~C-7740! as a dispersive
specimen and synthetic silica glass~C-7980! as a nondispersive standard specimen. C-7980
exhibited no velocity dispersion; velocity was constant at 5929.1460.03 m/s. C-7740 exhibited
velocity dispersion, from 5542.27 m/s at 50 MHz to 5544.47 m/s at 230 MHz with an increase of
about 2 m/s in the measured frequency range. When frequency dependence of attenuation was
expressed asa5a0f b, the results were as follows:a051.07310216 s2/m andb52 for C-7980 and
a055.1631029 s1.25/m and b51.25 for C-7740. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1568756#

PACS numbers: 43.35.Cg, 43.35.Yb@SGK#

I. INTRODUCTION

In ultrasonic measurements, velocity dispersion and at-
tenuation are the most important quantities to be measured
when evaluating materials and studying their physical prop-
erties. To conduct research, it is necessary to measure such
quantities with higher accuracy in a required frequency
range. Various measurement methods using coherent ultra-
sonic waves have been developed and are broadly divided
into three groups: pulse methods, continuous-wave methods,
and optical methods.1,2

We developed an ultrasonic spectroscopy system using
rf tone burst pulses3 and measured acoustic properties~sound
velocity, attenuation, acoustic impedance, and density! of
solid materials, liquids, and biological tissues in the VHF
and ultrahigh frequency~UHF! ranges. This technology con-
sists of feedback from the technologies related to the previ-
ously developed ultrasonic measurement system4 as well as
the technologies of mechanical movement and alignment,
and signal processing developed for the line-focus-beam
acoustic microscopy system.5,6 So far, velocity dispersion
and attenuation measurements using this system have mainly
been performed on liquids and biological tissues.3,7–9 The
system has proven itself to be very useful for obtaining the
acoustic properties in the VHF and UHF ranges. This system
measures the acoustic properties based on a composite ultra-
sonic transmission line model. Sound velocities in solid ma-
terials are
measured using the bulk ultrasonic double-pulse interference
method, where they are obtained from the frequency inter-
vals D f in the interference wave form of the superposed
signals when sweeping ultrasonic frequencies. However,
the result reflects the average phase gradient in the frequency
range analyzed, so the phase velocity at each frequency

may not be obtained accurately in the presence of velocity
dispersion.

Recently, we have developed a complex-mode measure-
ment method, where the signal amplitude and phase are mea-
sured and sound velocity is obtained from the phase, so it is
now possible to measure phase velocity at each frequency.10

Furthermore, we have developed an experimental procedure
of correcting diffraction effects on the measured values of
sound velocity and attenuation for nondispersive specimens
in the VHF and UHF ranges.10

In this paper, we establish a general method for precisely
measuring velocity dispersion and attenuation in solid speci-
mens using the complex-mode measurement method and the
diffraction correction method. This measurement method is
demonstrated by taking Pyrex glass~borosilicate glass! as a
specimen with velocity dispersion, and synthetic silica glass
as a standard specimen with no velocity dispersion in the
VHF range.

II. MEASUREMENT METHOD AND SYSTEM

A. Method

The method of precisely measuring sound velocity for
nondispersive specimens was presented in detail previously10

and is extended to apply to dispersive solid specimens. Fig-
ure 1 shows the experimental arrangement for measuring
acoustic properties of a solid specimen using the complex-
mode measurement method. Measurements are performed in
the reflection mode in the composite ultrasonic transmission
line using rf tone burst ultrasonic pulses. A synthetic silica
(SiO2) glass rod with a transducer mounted on one end is
used as the ultrasonic device for longitudinal waves. Ultra-
sonic plane waves emitted by the transducer are transmitted
through a water couplant to the specimen. Let us express
signals reflected from the rod end asV1 , from the front face
of the specimen asV2 , and from the back face asV3 . Bya!Electronic mail: kushi@ecei.tohoku.ac.jp
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properly setting the width of rf pulses, the propagation length
in the couplant ofl 2 , and the thickness of the specimen to an
appropriate valuel 3 , we can separate signalsV2 and V3

from other spurious signals in the time domain.
To extend the velocity measurement method for disper-

sive media of the specimen, we have to take into consider-
ation the influence of the acoustic losses in each propagation
medium with the complex acoustic impedanceZi ( i 51, 2, 3,
and 4!, especially in the specimen, in the ultrasonic transmis-
sion line model. The phase rotation in the specimen needed
to determine sound velocity is obtained by normalizingV3

by V2 as follows:

V3

V2
5

uATT3u
uATT2u UT23T32

R23
Uexp~22a3l 3!

3exp$ j ~22k3l 31p1Du1uTR!%. ~1!

In Eq. ~1!, ATTi is the diffraction effect during the propaga-
tion of each signal,Ti j and Ri j are the transmission and
reflection coefficients when the ultrasonic wave is incident
from mediumi to mediumj. The reflection coefficientR34 at
the specimen/air interface is treated to be21 and the phase
rotates byp. a3 and k3 are the attenuation and phase con-
stants, and as a function of frequencyf, and l 3 is the length
of the specimen. The diffraction effect is expressed as

ATTi5uATTi uexp~ j u i !, ~2!

where the amplitude and phase are examined separately. In
Eq. ~1!, Du5u32u2 . The phase ofV3 /V2 is expressed as

f522k3l 31p1Du1uTR. ~3!

As the phase velocityV is v/k, the sound velocity in the
specimenV3 can be expressed usingf by

V352
2v l 3

f2p2Du2uTR
. ~4!

In measuring sound velocity, the difference in phase advance
Du due to diffraction and the phase changeuTR due to trans-
mission and reflection affect the measured value. When the

effect of uTR on the velocity was examined using the mea-
sured values of Pyrex glass obtained in this paper, together
with the acoustic properties of synthetic silica glass10,11 and
pure water,12–14 it was found to be within60.003 m/s in the
measured frequency range. So, the effect is negligible.

The attenuation coefficient can be obtained in the fol-
lowing expression from Eq.~1!:

a35
1

2l 3
lnH UV2

V3
U"UT23T32

R23
UJ 2

1

2l 3
lnUATT2

ATT3
U. ~5!

The diffraction loss ratio,uATT2 /ATT3u, affects the measured
value of attenuation coefficient.

To precisely measure velocity dispersion and attenua-
tion, it is essential to compensate for diffraction effects on
them. The diffraction effects on sound velocity and attenua-
tion measurements can be compensated10 through numerical
calculations using William’s expression.15

The validity of this correction method was demonstrated
for nondispersive specimens. However, for dispersive media,
sound velocity varies depending on the frequency, so this
effect must be considered. We numerically investigate the
effects on the measurement errors when making the diffrac-
tion correction while varying sound velocities of the speci-
men by61, 65, 610, and650 m/s for the true velocities at
each frequency. The calculated results for sound velocities
are shown in Fig. 2~a!; those for attenuation, in Fig. 2~b!.
Here, the following parameters were adopted for numerical
calculations. The sound velocity for the specimen was as-
sumed as 6000 m/s at each frequency, and thickness, as 5
mm. Using the values in Table I as parameters for the ultra-
sonic device, the sound velocity of the SiO2 buffer rod was
5954.1 m/s. The propagation length in the water couplant

FIG. 1. Experimental arrangement for bulk velocity and attenuation mea-
surements of solid specimens using ultrasonic rf pulses.

FIG. 2. Errors of velocity and attenuation estimated when making diffrac-
tion correction by numerical calculations using different sound velocities
with changes of61, 65, 610, and650 m/s.
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was 830mm with a sound velocity of 1491 m/s. Both sound
velocity and attenuation tend to include larger errors as the
sound velocity used for calculations deviates more from the
actual value and as the measurement frequency decreases.
For example, when calculations for diffraction correction
were made at 50 MHz using sound velocity differences of
610 m/s, an error of60.004 m/s was estimated for sound
velocity, and an error of60.001 dB/mm for attenuation co-
efficient. Therefore, we consider the influence of velocity
dispersion on the sound velocity and attenuation measure-
ments to be very small.

A flow chart of the procedures for precisely measuring
velocity dispersion using the complex-mode measurement
method is shown in Fig. 3. First, the amplitudes and phases
of signalsV2 andV3 are measured by scanning the frequen-
cies. The phases are greatly affected by the temperature, so
the signalsV2 andV3 are alternately measured at each fre-
quency under the same temperature condition.V3 /V2 given
in Eq. ~1! is calculated andf including the phase rotation in
the specimen is extracted.f involves diffraction effects that
must be compensated. In Fig. 3,V3(1) andV3(n) are the
first andnth calculations ofV3 . For V2 andV3 signals, the
propagation lengths normalized by the Fresnel length for all
media are obtained16 and summed up,17 for which, first, the

sound velocitiesV3(1) are determined by ignoring diffrac-
tion effects. These values are substituted into William’s ex-
pression, and the phase advances due to diffraction,u2 and
u3 , are calculated to obtainDu. ObtainedDu values are sub-
stituted into Eq.~4! to obtain the sound velocitiesV3(2)
corrected for diffraction. Using the corrected sound veloci-
ties, the Fresnel length at each frequency is obtained again,
diffraction effects are recalculated, and the sound velocities
are corrected. This routine is repeated until the sound veloci-
ties V3(n21) used for numerical calculations coincide with
the corrected sound velocitiesV3(n) within a difference of
less than 0.001 m/s in order to determine precise sound ve-
locities.

For attenuation,uT23T32/R23u in Eq. ~5! is calculated
and the diffraction losses are numerically calculated, using
the sound velocities at each frequency that were determined
earlier.

B. System

Measurements were performed using the ultrasonic
spectroscopy system.10 This system enables us to measure
the bulk acoustic properties~sound velocity, attenuation,
acoustic impedance, and density! of solid materials, liquids,
and biological tissues in the VHF and UHF ranges. This
system is described in detail in the literature.3,4,10 A block
diagram of the system is shown in Fig. 4. This system is
primarily composed of a pulse-mode measurement system4

and can be broadly divided into the electrical circuit section,
ultrasonic device, mechanical operation section, temperature
measurement section, and computer.

The ultrasonic device consists of a SiO2 glass buffer rod
with both ends parallel and optically polished and with a
ZnO film ultrasonic transducer formed on one end by the dc
sputtering method. The radius of the rod was taken to be
sufficiently larger than the radius of the transducer to avoid
any influences of the waves reflected from the wall of the rod
on measurements. The specifications for the ultrasonic de-
vice are shown in Table I, and the frequency characteristics
of the insertion loss are shown in Fig. 5. The central fre-
quency of operation is around 195 MHz. Figure 5 shows thatFIG. 3. Experimental procedures for velocity dispersion measurements.

FIG. 4. Block diagram of the bulk ultrasonic spectroscopy system.

TABLE I. Parameters of the ultrasonic device used for measurements.

Center frequency 195 MHz
Transducer material ZnO
Diameter of transducer 2.5 mm
Rod material SiO2
Rod length 9.9827 mm
Diameter of rod 8.4 mm
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the frequency range for accurately measuring signals with
sufficient S/N is 80–230 MHz, considering the losses due to
the use of pure water as the couplant~propagation loss in
water and transmission/reflection losses at the interfaces with
the solid!.

It is very important to stabilize the temperature for phase
measurements. Therefore, the whole system was installed in
a temperature-controlled room where the temperature is con-
trolled to within60.1 °C from the set temperature. To further
stabilize the temperature environment around the ultrasonic
device and specimen for a long time, they are installed in a
temperature-controlled chamber that maintains the tempera-
ture within 60.01 °C. The temperature in the couplant when
measuring acoustic properties and the temperature around
the specimen were measured by a copper–constantan ther-
mocouple~JIS T-model, Class 1, CHINO Co.! calibrated to
within 60.01 °C using a platinum resistance thermometer
~model R800-2, CHINO Co.!.

In complex-mode measurements, the real (VRe) and
imaginary (VIm) parts of complex signals are measured by
means of a quadrature detector.VRe andVIm are expressed as
follows:

VRe5B cosf, ~6!

VIm5B sinf, ~7!

whereB is the amplitude andf is the phase. The amplitude
and phase are given by

B5AVRe
2 1VIm

2 , ~8!

f5tan21S VIm

VRe
D . ~9!

A typical example of the measured result ofV2 signals
(VRe,VIm) for a borosilicate glass@C-7740~Pyrex!# specimen
is shown in Fig. 6. The amplitudes and phases ofV2 andV3

signals are obtained.

III. EXPERIMENTS AND RESULTS

Experiments of precisely measuring velocity dispersion
and attenuation were performed for a dispersive specimen of
borosilicate glass~C-7740~Pyrex!, Corning Inc.! and a non-
dispersive specimen of synthetic silica glass~C-7980, Corn-
ing Inc.!. The C-7980 specimen was used as the reference for
this demonstration. The C-7740 specimen has a thickness of
4656.07mm and a density of 2220.3 kg/m3. The C-7980

specimen has a thickness of 4985.48mm and a density of
2199.8 kg/m3. The specimen thickness was measured using a
digital length gauging system with an optical encoder
~CERTO, DR. JOHANNES HEIDENHAIN GmbH!.11 The
measurement accuracy for thickness is60.06 mm. The
specimen density was measured based on the Archimedes
method.18 Both specimens are square plates with a size of 50
mm350 mm and are optically polished on both sides with a
parallelism of less than 49. Therefore, the influences of the
parallelism on the measurement can be ignored. We selected
the thicknesses of specimens so that the rf pulse width is at
least 500 ns for precise measurements.4

The propagation distance in the water couplant between
the buffer rod and the specimen was set to about 830mm to
preventV2 andV3 signals from overlapping spurious signals
by considering the rod length and the specimen thickness.V2

andV3 were measured at 2360.1 °C and at intervals of 0.06
MHz in the frequency range of 20–250.4 MHz. The tem-
perature deviations during the measurements were within
60.01 °C. According to the literature,11 variations in sound
velocity due to such deviations are estimated to be60.007
m/s or less, which is sufficiently less than the measurement
accuracy. The measured results of the amplitude and phase
of V3 /V2 for the C-7740 specimen are shown in Figs. 7~a!
and ~b!.

A. Velocity

First, let us show that velocity dispersion can be deter-
mined from changes in phase. The phasef of V3 /V2 varies
linearly as seen from Fig. 7~b!, so the phase delays of about
605 ° can be observed as the frequency increases by 1 MHz
both for the C-7980 and C-7740 specimens. It is extremely
difficult to determine the slight changes in phase due to dif-
fraction and velocity dispersion from those wave forms.
Therefore, we drew an approximated straight line (fa) for
the data in the frequency range of 80–230 MHz, where there
is a good S/N of the signals, using the least-squares method.
We then extrapolated this line to the whole measured fre-
quency range. We obtained the differences from the mea-
sured valuesf, Df (5f2fa), and processed the moving
average of the results at64.8 MHz ~680 points!. The results
are shown in Fig. 8~a! for the C-7980 specimen and in Fig.
8~b! for the C-7740 specimen. As shown in these figures,
both C-7980 and C-7740 have variations in wave form. This
is an experimental extraction of the influences of the phase

FIG. 5. Frequency characteristics of insertion loss of the ultrasonic device.
FIG. 6. An example of frequency response ofV2 signal measured in com-
plex mode. Specimen: C-7740.
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advance differenceDu due to diffraction and the velocity
dispersion. It is necessary to obtainDu and compensate the
results for the C-7980 specimen using the method described
in the literature10 and for the C-7740 specimen using the
above-described method. If the corrected phases are ex-
pressed asf8, then f85f2Du522k3l 31p. The wave
numberk is defined ask5v/V( f ). If there is no velocity
dispersion,V( f ) is constant, and wave numberk andf8 are
proportional to the frequency. In contrast, if there is velocity
dispersion,f8 does not exhibit a linear dependence.f8 was
obtained for the C-7980 and C-7740 specimens. The results

are shown in Figs. 9~a! and ~b!. For the C-7980 specimen,
wave form variations due to diffraction have been almost
perfectly removed as shown in Fig. 9~a!, and the phases
where the approximated straight line was drawn are approxi-
mately 0°, demonstrating thatf is proportional to the fre-
quency. For the C-7740 specimen, small wave form varia-
tions in Fig. 8~b! have been removed as shown in Fig. 9~b!,
but the phases formed a smooth curve that is convex down-
ward. The phase varies depending on the frequency, showing
that velocity dispersion has been determined.

Next, the sound velocities were actually determined
from f8. The results for the C-7980 and C-7740 specimens
are shown in Figs. 10~a! and ~b!. The dotted lines represent
the measured values, i.e., the values obtained directly from
f. The solid lines represent the values compensated for dif-
fraction effects, i.e., the values obtained fromf8. For the
C-7980 specimen, almost constant values were obtained re-
gardless of the frequency, resulting in no velocity dispersion
in the measured frequency range. As described previously,
the frequency range where the signals can be measured with
a good S/N is 80–230 MHz. The frequencies whereS51 are
100 MHz for C-7980 and 115 MHz for C-7740. At frequen-
cies exceeding these values, diffraction effects become much
less. Therefore, we can consider the frequency range where
highly accurate sound velocities are obtained to be 100–230
MHz. From 50 to 100 MHz, slight variations in sound ve-
locity still exist. In any case, from 100 to 230 MHz, the
sound velocities for the C-7980 specimen can be obtained as
5929.1460.03 m/s. From this we can say that the measure-
ment accuracy of sound velocities for the C-7740 specimen
shown in Fig. 10~b! after diffraction correction is within
60.03 m/s at each frequency between 100 and 230 MHz.
The sound velocities of longitudinal waves in C-7740 of
borosilicate glass obviously exhibit velocity dispersion.

FIG. 7. Measured results forV3 /V2 for borosilicate glass~C-7740!.

FIG. 8. Phase variations ofV3 /V2 (Df5f2fa).

FIG. 9. Phase variations ofV3 /V2 after diffraction correction by numerical
calculations.

3175J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Kushibiki et al.: Bulk-wave ultrasonic velocity dispersion



B. Attenuation

The measured results of attenuation for C-7740 are
shown in Fig. 11. The water density required for calculating
the transmission and reflection coefficients was obtained us-
ing the temperature during the measurement from the
literature.14 The curve represented by the dotted line repre-
sents the measured values of the attenuation coefficient ob-
tained based on the measured results shown in Fig. 7~a! us-
ing only the first term of Eq.~5!. The dashed-and-dotted
curve represents the numerically calculated results of diffrac-
tion loss,$ lnuATT2 /ATT3u/(2l 3)%. The attenuation coefficient
with diffraction loss compensated by Eq.~5! increases mono-
tonically without a peak around 70 MHz, as seen in the mea-
sured results. This demonstrates that the diffraction loss can
be compensated through numerical calculations so that accu-
rate attenuation coefficients can be obtained.

The attenuation coefficient can be generally expressed as

a5a0f b. When the values ofa0 andb are obtained by the
least-squares method, results area051.07310216 s2/m and
b52 for the C-7980 specimen anda055.1631029 s1.25/m
andb51.25 for the C-7740 specimen.

IV. DISCUSSION

We have shown that velocity dispersion can be precisely
determined in a frequency range where the S/N of signals
and the propagation distance normalized by the Fresnel
length,S, are considered. However, we would like to mea-
sure velocity dispersion over a wider frequency range, espe-
cially at lower frequencies, to study materials and their
physical properties. Therefore, we investigated the variations
in sound velocity in the range of 50–100 MHz, which exist
even after diffraction correction, and conducted studies for
obtaining accurate velocity values even at frequencies below
100 MHz.

For the C-7980 specimen, we compared the experimen-
tal results of the phase advance differencesDu and the cal-
culated results using the parameters in Table I as shown in
Fig. 12. The calculated profile is quite similar to the mea-
sured one, but is slightly shifted to the right in frequency.
This is considered to be the main reason for the slight varia-
tions in velocity observed in the frequency range from 50 to
100 MHz as shown in Fig. 10~a!, because some of the pa-
rameters needed for the calculation of diffraction correction
slightly differ from those under the actual experimental con-
ditions, e.g., the actual diameter of the transducer electrode,
which was fabricated with a metal mask of 2.5-mm diameter
f by evaporation technique, was estimated to be 2.52-mm
diameter f. We also examined the disturbance of sound
fields because of the insufficient radius of the buffer rod and
found its effect to be less than60.02 m/s in the measured
frequency range by numerically calculating the effects of fi-
nite dimensions of the buffer rod using Del Grosso’s
expression.19 Therefore, this effect can be ignored. We thus
considered that the main cause of the variations was slight
differences in some of the parameters for the ultrasonic de-
vice. Therefore, we devised the following simple and appro-
priate compensation method by considering that the varia-
tions are due to the frequency characteristics of the total
device performance, including the effect of the slightly dif-
ferent diameter on the diffraction correction. First, we ob-

FIG. 10. Compensation of diffraction effects on sound velocity.

FIG. 11. Compensation of diffraction effects on attenuation coefficient for
C-7740 specimen.

FIG. 12. Measured and calculated results of phase advance differenceDu
for C-7980 specimen.
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tained the sound velocities of the specimen to be compen-
sated @V( f )# and the sound velocities of the reference
specimen@VRef( f )# that exhibit no velocity dispersion using
the same device, within the same frequency range, and at the
same frequency steps, according to the diffraction correction
method previously described. Next, we normalizedV( f ) by
VRef( f ) as follows:

a~ f !5
V~ f !

VRef~ f !
, ~10!

where a( f ) is the normalized sound velocity. The sound
velocity of the reference specimen is constant in the fre-
quency range where the S/N of signals andS,1 are consid-
ered. We then define that value asVR. By multiplying a( f )
by VR, we can obtain the sound velocities@V8( f )# where
the device characteristics have been removed,

V8~ f !5a~ f !VR. ~11!

This compensation method was applied to the results of the
C-7740 specimen. In this case,V( f ) represents the sound
velocities of the C-7740 specimen, andVRef( f ), the sound
velocities of the C-7980 specimen.VR is the sound velocity
of synthetic silica glass~C-7980! as determined in the range
of 100–230 MHz, i.e., 5929.14 m/s. The corrected results are
shown in Fig. 13. It can be seen that there are much smaller
variations in sound velocity in the range of 50–100 MHz.
Furthermore, the measured values coincide with the cor-
rected values within a difference of less than 0.03 m/s in the
range of 100–230 MHz. We consider that a similar accuracy
has been achieved in the extrapolated frequency range and
that accurate values have been obtained in the range of 50–
230 MHz.

V. CONCLUDING REMARKS

In this paper, we developed a method of precisely mea-
suring velocity dispersion and attenuation for dispersive
solid specimens in the VHF range and presented the mea-
surement procedures. We demonstrated that velocity disper-
sion can be determined as changes in phase using the
complex-mode measurement method and that the sound ve-
locities can thus be obtained as a function of frequency. Fur-
thermore, we developed a diffraction correction method for
materials having velocity dispersion. By selecting borosili-
cate glass~C-7740! and synthetic silica glass~C-7980! speci-

mens and measuring velocities and attenuations in the VHF
range, we proved that the frequency dependence of sound
velocities can be measured to an accuracy of60.03 m/s and
thus velocity dispersion can be determined accurately. We
also showed that precise values of attenuation can be ob-
tained. Furthermore, we studied a method of compensating
the changes in sound velocity, which are considered to be
caused by the device characteristics, and successfully ob-
tained precise velocity dispersion over a wider range of fre-
quencies.

This study used pure water as the coupling material, so
the measurement frequency range is limited to 300 MHz due
to the large propagation attenuation and low acoustic imped-
ance of water. Measurements in the structure of the specimen
bonded to the ultrasonic device enable us to obtain velocity
dispersion over a higher frequency range.
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Background noise studies have been extended from air condenser microphones to piezoresistive,
electret condenser, and ceramic microphones. Theoretical models of the respective noise sources
within each microphone are developed and are used to derive analytical expressions for the
noise power spectral density for each type. Several additional noise sources for the piezoresistive
and electret microphones, beyond what had previously been considered, were applied to the
models and were found to contribute significantly to the total noise power spectral density.
Experimental background noise measurements were taken using an upgraded acoustic isolation
vessel and data acquisition system, and the results were compared to the theoretically obtained
expressions. The models were found to yield power spectral densities consistent with the
experimental results. The measurements reveal that the 1/f noise coefficient is strongly correlated
with the diaphragm damping resistance, irrespective of the detection technology, i.e., air condenser,
piezoresistive, etc. This conclusion has profound implications upon the expected 1/f noise
component of micromachined~MEMS! microphones. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1572147#

PACS numbers: 43.38.Ar, 43.38.Kb, 43.58.Vb@ADP#

I. INTRODUCTION

The background noise of a measurement microphone is
defined as the rms output signal of the microphone in the
absence of acoustical excitation. In the past, background
noise studies have focused primarily on the air condenser
microphone, for which the work is reviewed by Zuckerwar
and Ngo1 and by Gabrielson.2 The purpose of the present
work is to extend the studies to the piezoresistive, electret
condenser, and ceramic microphones. Accordingly, the pro-
cedure for each microphone is to model the respective noise
sources, derive their contributions to the power spectral den-
sity, and compare the analytical results with measurements.
The models contain several additional noise sources, beyond
those considered by Spenseret al.3 for the piezoresistive mi-
crophone and by Bevanet al.4 for the electret condenser mi-
crophone, that are found here to make significant contribu-
tions to the total noise power spectral density. The paper
concludes with an analysis of the relationship between the
1/f noise coefficient and the diaphragm damping resistance.

II. EXPERIMENTAL METHOD

The methodology underlying the measurements and the
salient features of the apparatus, called an ‘‘acoustic isolation
vessel,’’ are described in an earlier communication.5 The test
microphone was sealed in an inner vessel, the inner vessel
suspended in an outer vessel, and the intervening space
pumped to a high vacuum. In addition to the test micro-
phone, the inner vessel contained a pressure and a tempera-

ture sensor to monitor the microphone environment. The
original equipment, however, has been upgraded in several
respects. Figure 1 shows the basic components of the mea-
surement system: the vacuum pump, the isolation vessel, and
the data-acquisition/signal-processing instrumentation. Sub-
stantial improvements were made in each of these sub-
systems prior to commencing data collection, and the mea-
suring instruments were calibrated against NIST-traceable
standards.

First, a major upgrade consisted of replacing the original
oil diffusion pump by a more powerful and quieter turbo
pump. The new pump proved capable of creating a vacuum
better than 1026 Torr in only a few hours. The usual proce-
dure was to perform this step overnight. The sealing of both
the inner and the outer vessels, accomplished by means of
rubber O-rings compressed between a top plate and the
flange terminating the vessel, ensured that the ambient pres-
sure inside the inner vessel remained at atmospheric pres-
sure. The inside temperature remained near 293 K. The
vacuum between the two vessels provided a constant level of
acoustic isolation during a test, e.g.,2155 dB at 40 Hz.

Second, to isolate the vessels and hence the instruments
inside from pump vibrations, the original polyethylene tub-
ing used to connect the pump to the outer vessel was re-
placed by a flexible bellows.

Third, additional vibration isolation was provided by
mounting the vessel on an optical table. This measure in-
creased the level of vibration isolation by 20 dB or more
over most of the frequency range of the measurements.

Finally, the signal processing capability of the system
was greatly augmented by the use of a faster data-acquisition
system~B&K type 2035! featuring an extended frequency

a!Presented in part at the 143rd Meeting of the Acoustical Society of
America.
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range~0–102.4 kHz! and retrievable data storage. The latter
feature facilitated analysis of the files within the signal ana-
lyzer itself or by an external PC. The signal cables connect-
ing the sensors inside the acoustic isolation vessel to outside
instrumentation were double-shielded to eliminate rf interfer-
ence.

Another measure employed to reduce electrical noise
consisted of the use of small batteries for the microphones
requiring a dc bias or drive voltage, like the piezoresistive or
electret condenser microphones. The batteries were enclosed
in the inner vessel together with the test microphones. If
desired, the terminal voltage of a battery could be monitored
continuously, but this was deemed unnecessary because of
the short duration of the test runs relative to the battery life.

Prior to installation in the isolation chamber, the test
microphone was calibrated by means of a pistonphone at 250
Hz, 124 dB re: 20 mPa ~B&K type 4228! to determine its
sensitivity. The microphone was placed in a specially made
adapter that positioned the diaphragm such that a volume
correction was not needed. Thus the power spectral density
could be read directly in mechanical units~Pa2/Hz! on the
signal analyzer.

III. THE PIEZORESISTIVE MICROPHONE

A. Model

The sensing element in a piezoresistive microphone is a
flexible diaphragm containing four strategically located re-
sistors in a Wheatstone bridge configuration. Typically the
diaphragm is made of silicon, on which the resistors are
formed by deposition or implantation of dopant. An applied
pressureP deflects the diaphragm, generates radial and tan-
gential stresses, and causes a change in resistance due to the
piezoresistive effect. The open-circuit output voltage of the
bridge is

Vo5
dR

R
E, ~1!

whereR is the unloaded resistance,dR the change due to the
applied stress, andE the bridge excitation voltage. The sen-
sor responds to both static and dynamic pressures.

The model is based on the following assumptions:~1!
The diaphragm is a clamped circular plate.~2! The resistors
are subjected to the maximum stress found on the dia-
phragm, i.e., at the periphery.~3! There are no residual
stresses in the diaphragm, as may be caused by manufactur-
ing. Then one may write

dR

R
5pps, ~2!

wherepp is the piezoresistive coefficient in the direction of
the stresss. Substitution of Eq.~2! into ~1! yields

Vo5ppsE. ~3!

The displacementw(r ) of a thin vibrating circular plate, ex-
cited by an acoustic pressureP, is given by Morse and
Ingard:6

w~r !5
P

hrv2

I 1~ga!@J0~gr !2J0~ga!#1J1~ga!@ I 0~gr !2I 0~ga!#

I 1~ga!J0~ga!1J1~ga!I 0~ga!
, ~4!

wherer is the radial coordinate, andh, a, andr are the plate
thickness, radius, and density. TheJ’s and I’s are Bessel
functions and modified Bessel functions of the first kind. The
angular frequencyv and the wave numberg are related by
the dispersion relation

g45
12v2r~12n2!

Yh2
, ~5!

in which Y andn are the Young’s modulus and the Poisson’s
ratio of the plate taken in the direction of the bridge resistors.
The solution satisfies the boundary conditions for a clamped
plate:

w~a!50 ~6a!

and

FIG. 1. Acoustic isolation vessel system. The outer vessel in the foreground
rests upon a small platform atop an optical table. The vacuum pump is in the
background. The signal analyzer and control box for the service instrumen-
tation are to the right.
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dw

dr
~a!50. ~6b!

The relationship between displacement and stress in a plate
is given by Timoshenko:7

s r5
Yz

12n2 S ]2w

]r 2
1

n

r

]w

]r D , ~7a!

s t5
Yz

12n2 S n
]2w

]r 2
1

1

r

]w

]r D . ~7b!

In Eqs. ~7a!–~7b! s r is the radial stress,s t the tangential
stress, andz the distance from the neutral plane of the plate.
Upon substituting Eq.~4! into ~7a!–~7b!, one finds the sur-
face stress (z5h/2) at the periphery (r 5a):

s r~a,h/2!

5
Yg2P

2rv2~12n2!
F2I 1~ga!J0~ga!1J1~ga!I 0~ga!

I 1~ga!J0~ga!1J1~ga!I 0~ga! G ,
~8a!

s t~a,h/2!

5
nYg2P

2rv2~12n2!
F2I 1~ga!J0~ga!1J1~ga!I 0~ga!

I 1~ga!J0~ga!1J1~ga!I 0~ga! G .
~8b!

Note that the]w/]r term contributes nothing to the periph-
eral stress because of the boundary condition~6b!. The ap-
plicable stress depends upon the orientation of the resistors
on the plate. In the remaining analysis a radial orientation

will be assumed, and the effective stress will be somewhat
less than that at the periphery. For convenience the stress will
be represented simply ass. Since the stress is a frequency-
dependent fraction of the applied pressure, the form of Eqs.
~8a! and ~8b! suggests the equivalent circuit for the dia-
phragm shown in Fig. 2. Then the stresss and volume ve-
locity U are related to the pressureP through the equivalent
impedancesZ1 andZ2 :

s5
Z2

Z11Z2
P, ~9!

U5
P

Z11Z2
. ~10!

The volume velocity is the integrated rate of displacement
over the area of the diaphragm, which for harmonic time
variation becomes

U5 j vE
0

a

w~r !2pr dr . ~11!

Upon substituting Eq.~4! into ~11!, one finds

U5
P

Z0

H 2@ I 1~ga!J0~ga!1J1~ga!I 0~ga!#14
I 1~ga!J1~ga!

ga

I 1~ga!J0~ga!1J1~ga!I 0~ga!
J , ~12!

where

Z05
hrv2

j vpa2
. ~13!

Comparison of Eq.~12! with ~10! and ~9! with ~8! permits
one to determine the impedancesZ1 andZ2 .

At low frequencies, below the plate resonance, the
Bessel functions can be approximated by their leading terms:

J0~x!

I 0~x! J 517
x2

4
1

x4

64
7

x6

2304
1

x8

147 456
7..., ~14a!

J1~x!

I 1~x! J 5
x

2
7

x3

16
1

x5

384
7

x7

18 432
1

x9

1 474 560
7...,

~14b!

in which x5ga!1. When Eqs.~14a!–~14b! are substituted
into Eqs.~8a! and ~12!, one obtains the following relation-
ships from the leading terms:

s5
3a2P

4h2
, ~15a!

U5
P

F 16Yh3

j vpa6~12n2!
1 j v

9rh

5pa2G . ~15b!

Comparison of Eqs.~15a!–~15b! with ~8a!–~12! yields the
impedances Z1 and Z2 . Equation ~15a! agrees with
Timoshenko7 for a static analysis@Eq. ~f!, p. 61#. Note that
sincea@h, it follows thats@P, a fact that would appear to
contradict the voltage divider relationship Eq.~9!. Define

FIG. 2. Representation of the piezoresistive microphone diaphragm.
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CM5
pa6~12n2!

16Yh3
, ~16a!

M M5
9rh

5pa2
, ~16b!

CP5
pa4~12n2!

12Yh
, ~16c!

M P5
27r

20ph
. ~16d!

If the resistors are oriented such that they see a tangential
stress, then a factorn must be added to the numerator of Eq.
~15a!, in which case the elements ofZ2 become

CP5
pa4~12n2!

12Yhn
, ~16e!

M P5
27rn

20ph
. ~16f!

Then the impedances can be written:

Z15 j vM M1
1

j vCM
1RA2 j vM P2

1

j vCP
, ~17a!

Z25 j vM P1
1

j vCP
. ~17b!

There are two noteworthy features of the impedancesZ1 and
Z2 . First, a resistorRA was added to the plate impedanceZ1

to account for the damping, which was not included in the
original plate vibration problem. It can be found from the
relation

RA5~2p f RCMQ!21, ~18!

where f R is the resonance frequency of the diaphragm. Usu-
ally the quality factorQ assumes a value near unity. Second,
the impedanceZ1 contains the negative ofZ2 . This makes
the volume velocity independent ofZ2 and permits the con-
dition s@P to be fulfilled.

A complete background noise equivalent circuit is
shown in Fig. 3. Note that the circuit is representative of a
nonreciprocal device; in other words, the application of a
voltage to the bridge does not produce a stress in the dia-
phragm.

Altogether there are four sources of background noise
considered in the model:

~1! mechanical Johnson noise due to the Brownian motion
of air molecules impinging on the diaphragm, as repre-
sented by the damping resistorRA ;

~2! 1/f noise generated by motion of the diaphragm;
~3! electrical Johnson noise due to random motion of charge

carriers in bridge resistorsR;
~4! generation-recombination~g-r! noise due to carrier fluc-

tuations in the semiconducting bridge resistorsR.

In the absence of an applied pressure the sourceP represents
the mechanical Johnson and 1/f noise sources~1! and ~2!,
and the equivalent noise voltageVe represents the electrical
noise sources~3! and ~4!. The corresponding open circuit
voltagesV0i ( i 51,...,4) at the output are

V015S~4kTRAD f !1/2, ~19a!

V025S@~Am
2 / f !D f #1/2, ~19b!

V035~4kTRD f !1/2, ~19c!

and the expression for the g-r noise is taken from Mueller,8

written in the following form:

V045F4I 2R2

nAV S 12
nA

2

nA
D tP

11v2tP
2

D f G 1/2

. ~19d!

In Eqs. ~19a!–~19d! k is the Boltzmann constant,T the ab-
solute temperature,D f the frequency resolution,S the micro-
phone sensitivity,Am

2 the 1/f coefficient, I the current
through the bridge resistors,V the volume of the bridge re-
sistor,nA the acceptor concentration,nA

2 the ionized acceptor
concentration, andtP the hole lifetime. Equation~19d! is
written for the case of ap-type semiconductor without traps.
At frequencies wherevtP!1, the generation-recombination
noise behaves as a white noise source with an equivalent
resistance:

Rgr5
I 2R2

kTnAV S 12
nA

2

nA
D tP . ~20a!

Then

V045~4kTRgrD f !1/2. ~20b!

The low-frequency microphone sensitivity is obtained
from Eqs.~3! and ~15a!:

FIG. 3. Noise equivalent circuit of the piezoresistive microphone. A small
term 2(dR)2/R is omitted from the bridge resistance.

FIG. 4. Noise power spectral density of the Entran Model EPI-411-5P pi-
ezoresistive microphone. Solid line: measured. Dashed line: best fit to Eq.
~23! with b250.
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S5
Vo

P
5

3a2

4h2
ppE, ~21a!

and the diaphragm resonance frequency from Eqs.~16a! and
~16b!:

f R5~2pAM MCM !21. ~21b!

The power spectral density, then, is the sum of the above
contributions:

J5(
i

uV0i u2

D f
. ~22!

B. Experimental results

Background noise measurements were conducted on two
piezoresistive microphones: Entran Model EPI-411-5P and
Kulite Model XCW-093-5, both having a nominal rating of 5
psi full scale output. The power spectral densities, expressed
in mechanical units of Pa2/Hz, are shown in Figs. 4 and 5
after subtraction of the internal noise of the analyzer~;300
nV2/Hz in electrical units!. Measurements were taken over
two frequency ranges. The high-frequency range was 102.4
kHz, corresponding to a frequency resolutionD f 5128 Hz.
The low-frequency range, chosen to better resolve the 1/f
noise, was 400 Hz (D f 50.5 Hz).

The total noise can be expressed in the following form:

J5b01b1 / f 1b2 / f 2, ~23!

in which it is assumed thatvtp!1 @see Eq.~19d!#. Further,
since the piezoresistive model reveals no 1/f 2 component,
then b250. The power spectral density based on the best-

fitted values ofb0 and b1 is shown as a dashed line in the
figures.

The Johnson noise sources~in Pa2/Hz! can be written as

b054kT~R/S21RA1Rgr /S2!. ~24!

The only unknown in Eq.~24! is the equivalent generation-
recombination resistanceRgr , sinceR is the known bridge
resistance andRA can be estimated from Eq.~18! ~with Q
51). Pertinent microphone properties are listed in Table I.
Accordingly, Eq.~18! yields the valuesRA53.331010 and
4.831010N•s/m5 for the Entran and Kulite sensors, respec-
tively, and Eq.~24! then yieldsRgr51123 and 1121 ohm.
The contributions to the Johnson noise are summarized in
Table II and the noise coefficients in Table III.

IV. THE ELECTRET CONDENSER MICROPHONE

A. Model

The electret condenser microphone~ECM! differs from
a conventional air condenser microphone~ACM! in that a
prepolarized electret layer provides the polarization electric
field between the diaphragm and backplate in place of an
applied voltage from an external source. The microphone
models are similar, but there are two important differences.9

First, a high series resistance between the voltage source and
backplate in the ACM is eliminated in the ECM. Secondy,
the output stage of the ACM preamplifier is a source fol-
lower containing a high source resistance; that of the ECM is
a conventional common source amplifier with a low output
resistance. Thus the parallel combination of two high resis-
tances in the ACM, which serve as sources of electrical
Johnson noise, are eliminated in the ECM.

The background noise model10 of the ECM is shown in
Fig. 6. The diaphragm is represented by a massM M , com-

FIG. 5. Noise power spectral density of the Kulite Model XCW-093-5 pi-
ezoresistive microphone. Solid line: measured. Dashed line: best fit to Eq.
~23! with b250.

TABLE I. Parameters for the evaluation of Johnson noise in piezoresistive microphones.

Parameter Entran EPI-411-5P Kulite XCS-093-5

Bridge resistancea R, ohm 907 1000
Diaphragm resonance frequencya f R , kHz 125 150
Diaphragm diametera 2a, cm 0.203 0.096
Sensor sensitivityb S, mV/Pa 0.453@4.8 V 3.47@18 V
Diaphragm massc M M , N•s2/m5 4.43104 5.43104

Diaphragm complianced CM , m5/N 3.6310217 2.0310217

aManufacturer’s specification.
bDetermined by pistonphone calibration.
cDerived from Eqs.~16b! and ~21b!.
dDerived from Eqs.~16a! and ~21b!.

TABLE II. Contributions to the Johnson noise of piezoresistive micro-
phones.

Source of noise

Entran Kulite

106 Pa2/Hz

Mechanical Johnson noise~diaphragm damping! 0.0005 0.0008
Electrical Johnson noisea ~bridge resistors! 72 1.3
Generation-recombination noise 89 1.5
Total Johnson noise 161 2.8

aBridge voltage54.8 V for the Entran and 18 V for the Kulite.
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plianceCM , and damping resistanceRA . Further,Cto is the
diaphragm-backplate capacitance,gm the FET transconduc-
tance, andRd the drain resistance. The electromechanical
transduction factor is defined

c5
CtoE
pa2

, ~25!

whereE is the electric field across the diaphragm-backplate
gap, generated by the electret, anda the radius of the dia-
phragm. The microphone sensitivity, as would be measured
by a pistonphone, is

S5S cCM

Cto
Dg mRd , ~26!

which is valid over the operating bandwidth. The acoustical
impedance of the diaphragm is

ZM5 j vM M1
1

j vCM
1RA

5
1

j vCM
F12S v

vo
D 2

1
j v

voQG , ~27!

where vo and Q are the angular resonance frequency and
quality factor of the diaphragm. The sources of background
noise are:

~1! mechanical Johnson noise due to the Brownian motion
of air molecules impinging on the diaphragm, as repre-
sented by the damping resistorRA , and 1/f noise gener-
ated by motion of the diaphragm;

~2! thermal channel noise generated in the FET channel;
~3! gate shot noise generated in the FET;
~4! electrical Johnson noise generated in the drain resistor

Rd .

Straightforward circuit analysis yields the corresponding
open circuit voltagesV0i ( i 51...4) at the output in terms of
the sources shown in the figure:

V0152
Spm

@~12v2/vo
2!21~v/voQ!2#1/2

, ~28a!

V0252gmRdVc , ~28b!

V0352gmRd

i G

j vCto
, ~28c!

V045Vd , ~28d!

where

pm5@4kTRAD f 1~Am
2 / f !D f #1/2, ~29a!

Vc5@4kT~0.65/gm!D f #1/2, ~29b!

i G5~2qIGD f !1/2, ~29c!

Vd5~4kTRdD f !1/2, ~29d!

andAm
2 is the 1/f coefficient,q the electronic charge, andI G

the gate leakage current. When Eqs.~28a!–~29d! are substi-
tuted into~22!, the power spectral density becomes

J5
S2~4kTRA1Am

2 / f !

~12v2/vo
2!21~v/voQ!2

1F4~0.65!kT

gm
1

2qIG

~vCto!2G ~gmRd!214kTRd . ~30!

Equation~30! reveals two noteworthy features of the power
spectral density. First, the gate shot noise term introduces a
1/v2 component, which is not present in the piezoresistive
microphone. Secondly, at frequencies below resonancev
!vo the membrane damping~Brownian! component be-
haves as a Johnson noise source. Experimental results show
that this component dominates over the channel and drain
resistor components.

B. Experimental results

A Panasonic Model WM60A microphone cartridge was
attached to one end of a circuit board, a three-terminal con-
nector at the other end, and the whole assembly secured in an
aluminum tube of 0.0079 m~5/16 in.! diameter. The drain
resistorRd and blocking capacitor were chosen to have val-
ues of 5.1 kohm and 0.47mf, respectively, and the micro-
phone was operated at a supply voltage of 6.8 V. A piston-
phone calibration at 250 Hz yielded a microphone sensitivity
of S518.5 mV/Pa.

The power spectral density, in Pa2/Hz, is shown in Fig. 7
after the analyzer noise was subtracted off. The frequency
resolution isD f 5128 Hz over the entire plot. The best-fitted
values of the coefficients in Eq.~23! are listed in Table III.
The mechanical response of the membrane was accounted
for in Eq. ~30! using the valuesf R5vo/2p525 kHz andQFIG. 6. Noise equivalent circuit of the electret condenser microphone.

TABLE III. Microphone noise coefficients@Eq. ~23!#.

Piezoresistive

Electret CeramicaEntran@4.8 V Kulite@18 V

Constantb0 , Pa2/Hz 1.660.431024 2.961.431026 3.560.2310211 6.960.331029

1/f coefficientb1 , Pa2 4.762.131024 7.764.231025 1.160.131027
¯

1/f 2 coefficientb2 , Pa2•Hz ¯ ¯ 9.768.531026
¯

aLow-frequency noise (f ,100 Hz).
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50.707. It is readily verified that the channel term, even
using a high valuegm50.01 mho, and the drain resistor
term, usingRd55.1 kohm, together fall far short of account-
ing for the constant~Johnson! contribution to the power
spectral density. Thus one may write~in mechanical units!

b0'4kTRA , ~31!

which yields a valueRA52.23109 N•s/m5, or 737 kohm~in
electrical units! at T5293 K.

V. THE CERAMIC MICROPHONE

A. Model

The ceramic microphone is a low-cost, rugged device,
which has lost popularity to the electret microphone, and is
included here mainly for historical reasons. The sensing ele-
ment in a ceramic microphone is a circular flexible dia-
phragm. Internal to the microphone, one end of a connecting
rod is conjoined to the center of the backside of this dia-
phragm, while the opposite end is connected, via a yokelike
clamp, to the center of a flexible rectangular ceramic plate.
The ends of the ceramic plate are rigidly clamped to the
microphone housing, as shown in Fig. 8. Thus, an applied
pressureP deflects the diaphragm, and the deflection is trans-

lated to the ceramic plate via the connecting rod. The pres-
sure applied to the entire area of the diaphragm is conse-
quently concentrated on the locations where the connecting
rod meets the ceramic plate. This area reduction effectively
acts as an impedance matching mechanism to better match
the rigidity of the diaphragm to that of the ceramic plate. The
deflection of the plate generates a stress, which produces an
electric current due to the piezoelectric effect through the
electrodes connected to the top and bottom of the plate. Be-
cause the current is self-generating and external electronics
are not required for microphone operation, both the model
and measurements pertain to the microphone cartridge with-
out a preamplifier.

A noise equivalent circuit of the ceramic microphone11

is shown in Fig. 9. HereRa , Mm , and Cm represent the
motional elements of the system, transformed to the electri-
cal side of the circuit:Ra5RAS2 represents the damping of
the diaphragm motion due to the Brownian motion of air
molecules impinging upon the diaphragm,Mm5M MS2 the
diaphragm mass, andCm5CM /S2 the compliance. The elec-
trical elements areRt andCt , whereCt is the ceramic plate
capacitance, andRt is the dielectric leakage of the plate. The
two noise sources,

V15~4kTRaD f !1/2, ~32a!

V25~4kTRtD f !1/2 ~32b!

represent the mechanical and electrical Johnson noise
sources, respectively.

Through straightforward circuit analysis, it can be found
that the squared magnitude of the noise contributed byV1 at
the output is given by

FIG. 7. Noise power spectral density of the electret condenser microphone
made with a Panasonic Model WM60A cartridge. Solid line: measured.
Dashed line: best fit to Eq.~23!.

FIG. 8. Internal construction of the General Radio Model 1971-9601 1-in.
ceramic microphone@with permission of IET Labs, Inc.~www.ietlabs.com!#.

FIG. 9. Noise equivalent circuit of the ceramic microphone.

FIG. 10. Noise power spectral density of the General Radio Model 1971–
9601 1-in. ceramic microphone in mechanical units. Heavy solid line: mea-
sured. Dashed line: fit to Eq.~33a!. Dot-dashed line: fit to Eq.~33b!. Light
solid line: total noise power spectral density@sum of Eqs.~33a! and~33b!#.
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uV01u25F ~vRtCm!2

v2S RtCt1RtCm1RmCm2
v2RtCt

vs
2 D 2

1S 12v2RtCtRmCm2
v2

vs
2D 2GV1

2, ~33a!

and that contributed byV2 is given by

uV02u255 F ~vRmCm!21S 12
v2

vs
2D 2G

v2S RtCt1RtCm1RmCm2
v2RtCt

vs
2 D 2

1S 12v2RtCtRmCm2
v2

vs
2D 26 V2

2, ~33b!

wherevs
25(MmCm)21 is the series resonance frequency. To

convert the outputs to mechanical units, one must simply
divide Eqs.~33a! and ~33b! by S2, whereS is the micro-
phone sensitivity.

B. Experimental results

Figure 10 shows the experimental data for the General
Radio Model 1971-9601 1-in. ceramic microphone as well as
computational results obtained from analysis of the model.
The broken lines are the individual contributionsV01 and
V02, based on fitted model parameters appearing in Eqs.
~33a! and ~33b!. ComponentV01 ~dashed!, associated with
the noise generated in motional resistorRa , starts around 1
310213Pa2/Hz at 10 Hz and reaches a peak at about 7 kHz.
V02 ~dot-dashed!, associated with the noise generated in di-
electric loss resistorRt , starts just below 131028 Pa2/Hz at
10 Hz and decreases until it describes a smaller peak at a
slightly higher frequency. The sum of the individual contri-
butions is shown as the thin solid line. The heavy solid line is
the experimentally obtained noise measurements. Because
there is no indication of a 1/f component appearing above 10
Hz, as can be seen in the figure, this component is not in-
cluded in the model. Accordingly, the model is seen to ac-
count for all of the relevant features of the experimental data,
including the resonance around 7 kHz, and the behavior at
both ends of the measured spectrum. Model parameters fitted

to the data are:Rt55.35 MV, Ra5133.8 kV, Ct5100 pf,
Cm574.7 pf,vs/2p54800 Hz, andS53.5 mV/Pa. The low-
frequency Johnson noise coefficientb0 , associated with the
dielectric loss resistor, is listed in Table III.

VI. 1Õf NOISE COEFFICIENT VERSUS DIAPHRAGM
DAMPING RESISTANCE

It was shown in Ref. 1 that the 1/f noise coefficientb1

in air condenser microphones is strongly correlated with the
diaphragm damping resistance. Figure 11 reveals that this
correlation extends to the piezoresistive and electret con-
denser microphones. The equation for the best-fitted straight
line is

log~b1!5224.111.89 log~RA!, ~34!

whereRA represents the diaphragm damping resistance. The
correlation coefficient of the fit is 0.9715. This empirical
relationship, spanning three orders of magnitude, evidently
applies to any diaphragm-based microphone, independently
of detection technology. Since the diaphragm damping resis-
tance increases inversely with diaphragm diameter, one may
expect a significant 1/f component in micromachined
~MEMS! silicon sensors. Thus a microphone with a high
diaphragm damping resistance can offer only limited perfor-
mance at low frequencies due to associated 1/f noise and
deteriorating signal-to-noise ratio.

VII. CONCLUSIONS

The proposed models are found to account for the mea-
sured background noise in the microphones considered in
this study. As revealed in Table II, the background noise of a
piezoresistive microphone decreases strongly with increasing
microphone sensitivity, which in turn depends upon the ap-
plied bridge voltage. The generation-recombination noise is
comparable to the random motional noise in both of the stud-
ied microphones. The diaphragm damping contribution,
however, is inconsequential in contrast to that of the electro-
static microphones having larger diaphragm diameters.

The electret condenser microphone represents the quiet-
est of all technologies to detect the displacement of a micro-
phone diaphragm. The absence of the polarization voltage
resistor makes the electret slightly quieter than a comparable
air condenser microphone at low frequencies where its asso-
ciated 1/v2 component appears. In fact, the Johnson noise is

FIG. 11. 1/f coefficient versus diaphragm damping resistance. Circles: air
condenser microphone~taken from Ref. 1!. Square: electret condenser mi-
crophone. Triangles: piezoresistive microphone. Solid line: best fit to Eq.
~34!.
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almost entirely mechanical in nature. The presence of a drain
resistor in the output circuit, having a comparatively low
value, makes a negligible contribution to the background
noise.

The background noise spectrum of the ceramic micro-
phone is too complex to put into a simple polynomial form.
In the low-frequency limit, the noise generated in the dielec-
tric loss resistor approaches the ideal Johnson noise level. It
dominates the spectrum at low frequencies and then rolls off
well below the diaphragm resonance. The noise generated in
the diaphragm damping resistor dominates in the vicinity of
the resonance peak. It may be fair to conclude that piezoelec-
tric receivers in general, even those having resonance fre-
quencies well into the MHz range, have a threshold of de-
tectability limited by the Johnson noise generated in the
diaphragm damping resistor.

Finally, the correlation between diaphragm damping re-
sistance and 1/f noise coefficient is found to be valid for all
diaphragm-based microphones, independently of detection
technology.

The selection of specific commercial microphones for
testing does not imply endorsement by the National Aero-
nautics and Space Administration.
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Smart structures technology can be applied to amplified acoustic guitars to prevent instability
resulting from acoustic feedback. This work presents a coupled model of the guitar dynamics and
the acoustic feedback mechanism, and explains how a simple control loop using a piezoelectric
ceramic actuator can be used to reduce the effects of acoustic feedback. In addition to model
simulations, experimental results using a real system and a simple controller are presented. The
results show that a significantly higher~7 dB! guitar output can be achieved before instability,
without detrimentally affecting the amplified and unamplified guitar response. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1562649#

PACS numbers: 43.38.Ar, 43.40.Vn, 43.75.Tv@SLE#

I. INTRODUCTION

When acoustic guitars are used with loud amplifier sys-
tems or with monitoring speakers, there is the potential that
feedback can produce unpredictable instabilities that result in
loud and annoying noise. This occurs when the sound pro-
duced by the amplifier and speakers excite the strings and
face-plate~or top-plate! of the guitar and create unstable vi-
brations. This phenomenon is hard to predict, and is depen-
dent upon many factors including the instrument character-
istics, the amplifier and speaker characteristics, and the
spatial orientation and position of the musician.

Acoustic feedback is a well-known phenomenon, and
there have been several mechanisms developed to avoid the
problem. One solution is to add passive damping to the gui-
tar top-plate. This deadens the vibration of the guitar struc-
ture and reduces the tendency of oscillations to go unstable.
However, when the guitar is used without amplification, its
sound is detrimentally affected. Another solution is to use
graphic equalizers to reduce the gain in the frequency band-
width where instability is likely to occur. A more compli-
cated extension of this concept is to employ digital signal
processing to ‘‘notch filter’’ potentially unstable tones. These
solutions are more complex and have the disadvantage of
distorting the true sound of the instrument as perceived by
the audience or performer. In addition to these ideas, there
are also other devices and methods for preventing acoustic
feedback in amplified instruments.1–5 These typically are de-
vices that completely or partially cover the sound hole to
prevent feedback destabilization.

There has been considerable analysis of guitar physics,
both the structural and acoustic response. Theoretical models
have been developed to describe and approximate the vibra-
tion of the guitar structure and the corresponding acoustic
response.6–9 However, the authors are unaware of models
that have been extended to include the feedback path from
the amplifier and monitoring system.

The approach presented in this work to prevent feedback
destabilization is to utilize ‘‘smart structure’’ technology to
actively damp feedback induced vibrations using piezoelec-
tric ceramic sensors and actuators incorporated into the gui-
tar. Active control and smart structures have been applied to
other guitar-related issues,10–12 and offer several advantages
over other methods. A key advantage is that with smart struc-
tures and inexpensive processing, there is the potential for an
adaptive controller whose objective is to make the guitar
structural dynamics independent of sound system gain and
relative position with respect to monitor speakers. This pre-
serves the original sound quality of the instrument, whether
or not it is amplified.

This paper presents a coupled structural-acoustic model
of a guitar with a piezoelectric ceramic sensor and actuator,
and includes the acoustic feedback path. The model helps
explain the mechanisms of feedback-induced instabilities
and how the problem can be solved using smart structures. In
the following, the development of the coupled structural-
acoustic model of the guitar with the acoustic feedback path
is presented and cast into state-space form. This is followed
by an analysis of the feedback phenomenon and the devel-
opment of a simple, low-order controller to prevent the in-
stability. Experimental measurements on a guitar are then
presented to illustrate the feedback problem, and closed-loop
tests are presented to demonstrate the enhanced performance
afforded by the control approach. This is followed by a dis-
cussion of the advantages and current limitations of this con-
trol approach.

II. THEORY

A. Guitar Õsound system model

In prior work, the low frequency response of the guitar
was modeled as a vibrating piston or plate, coupled with a
vented acoustic cavity.6,7 The model presented here builds on
the model developed by Griffinet al.9 illustrated in Fig. 1.
The ribs and back of the guitar were assumed to be rigid,
while the lower bout of the guitar top-plate was modeled asa!Electronic mail: steven.lane@kirtland.af.mil
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a flexible plate, which was coupled by the guitar cavity to the
air piston formed by the guitar rose~the circular vent present
in most acoustic guitars!. In the model developed by Griffin
et al., the vibration of the top-plate lower bout was described
using Bessel functions as the uncoupled mode shapes.9 In the
present work, a discrete model was developed using a finite-
element model to determine the mode shapes and natural
frequencies of the top-plate lower bout. The finite-element
model takes into consideration the localized mass and stiff-
ness effects of the piezoelectric ceramic, and greatly simpli-
fies the process of incorporating actuators and sensors into
the model. This facilitates the exploration of active control
approaches. In this study, a 64 node finite-element model of
a rectangular plate represents the motion of the lower bout.
The additional assumption was made that, for low frequency
behavior, it was sufficient to model the guitar using only two
structural modes and the coupled air mode. This assumption
is consistent with the previous work of Griffinet al. for low
frequency behavior. The two structural modes included the
first and second plate modes of the guitar. Figure 2 shows the
corresponding structural mode shapes and their orientation in
the guitar frame of reference.

Using the two structural mode shapes, denoted ash1(t)
andh2(t), and the air mode, denoted asz(t), the structural
response of the guitar’s top-plate with a single piezoelectric
ceramic input can be described with the following coupled,
ordinary differential equations:

ḧ1~ t !12z1v1ḣ1~ t !1v1
2h1~ t !

5QA1va~ t !1S11h1~ t !1W1z~ t !, ~1!

ḧ2~ t !12z2v32ḣ2~ t !1v2
2h2~ t !5QA2va~ t !, ~2!

z̈~ t !1ghż~ t !1
bSh

2

mh
z~ t !5

Y1

mh
h1~ t !, ~3!

where z1 , z2 , v1, and v2 are the modal damping ratios
and natural frequencies, respectively, andQA1 andQA2 rep-
resent the modal coupling of the actuator input,va(t), to the
plate modes. The coupling of the guitar cavity and the first
structural mode is given byS11, andW1 represents the cou-
pling between the air piston mode and the first structural
mode. In Eq.~2!, the coupling of both the air cavity and the
air piston to the second plate mode is assumed negligible. In
Eq. ~3!, gh represents the damping of the air piston,b rep-
resents the air compressibility constants,Sh represents the
area of the rose,mh represents the moving mass of the air in
the rose, andg1 describes the backcoupling between the air
piston and the first plate mode. The derivations of the cou-
pling terms in Eqs.~1!–~3! are given in Ref. 13.

Defining the states of the guitar model as

x55
h1

h2

z

ḣ1

ḣ2

ż

6 , ~4!

where the time dependence has been dropped for conve-
nience, a state-space model of the system can be formulated
from Eqs.~1!–~3! as

ẋ53
0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

2v1
21S11 0 W1 22z1v1 0 0

0 2v2
2 0 0 22z2v2 0

Y1

mh
0 2

Sh
2b

mh

0 0 2gh

4 x13
0

0

0

QA1

QA2

0

4 $va%. ~5!

FIG. 1. Low frequency guitar model illustration. FIG. 2. Structural mode shapes used to model guitar top-plate.
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For a piezoelectric ceramic sensor also mounted on the top-
plate, the sensor output voltage,vs(t), can be expressed as

$vs%5@QS1 QS2 0 0 0 0#x1@0#$va%, ~6!

where QS1 and QS2 represent the modal coupling of the
sensor and the plate modes, also given in Ref. 13. From Eqs.
~5! and ~6!, the state-space matrices,A, B, C, and D are
defined. This model approximates the low frequency re-
sponse of the guitar as a function of the piezoelectric ceramic
actuator input, and can easily be expanded to include exog-
enous inputs and inputs from string vibration.

Figure 3 illustrates all of the components in the feedback
instability model. The guitar response is measured by an
electronic pickup, assumed here to be the piezoelectric ce-
ramic sensor, and goes into the amplifier, which then sends
the signal to the monitor loudspeaker. In this study, the am-
plifier gain is modeled as a constant, and the monitor loud-
speaker is modeled as a radiating piston mounted in an infi-
nite baffle.14 It is also assumed that the piston is radiating
into an infinite half-space, and that the guitar is located at
some point in the half-space. Furthermore, it is assumed that
the sound radiated from the guitar is very small compared to
the sound radiated by the baffled piston. This allows consid-
eration of only the radiated sound pressure from the piston as
a forcing function on the top-plate and rose.

The pickup signal from the guitar model is multiplied by
the amplifier gain, denoted asG, and produces an input volt-
age to the voice coil of the baffled piston,vp(t), where

vp~ t !5Gvs~ t !. ~7!

The Laplace transform of the transfer function between input
voltage, vp(s), and piston velocity, denoted assw(s), is
given as

Hd~s!5
sw~s!

vp~s!
5

Bls

RS ms21S c1
Bl2

Rdc
D s1kD , ~8!

wherem is the moving mass of the piston,c is the damping
constant of the voice coil/piston assembly,k is the stiffness
of the voice coil/piston assembly,B is the magnetic field
strength,l is the length of the voice coil wire, andRdc is the
dc coil resistance. The inductance of the voice coil was ig-
nored, since only the low frequency behavior was under in-
vestigation. Once the response of the baffled piston is estab-
lished, the baffled piston equation can be used to predict the
resulting radiated sound pressure on the top-plate at the 64
plate finite-element model node locations and at the guitar
rose. Using the equation for far-field pressure radiated by a
piston given in Kinsleret al.,14 the transfer function relating
pressure to the piston velocity is given as

Hp~r ,u!5
P~r ,u,t !

ẇ~ t !
5

j rcka2

2

2J1~ka sin~u!!

ka sin~u!

e2 jkr

r
,

~9!

wherer is the distance from the center of the piston to the
point where the pressure is radiated,u represents the angle
between the center line normal to piston and the same point,
r is the air density,c is the sound speed,k is the acoustic
wave number,a is the piston radius, andJ1(•••) represents
Bessel functions of the first kind.

To be consistent with the state-space model given by
Eqs.~5! and~6!, the pressures at the top-plate node locations
computed from Eq.~9! must be multiplied by the matrix of
mass orthonormalized mode shapes and the corresponding
nodal areas before being included in the guitar model. Also,
the pressure computed at the rose must be multiplied by the
area of the rose and divided by the air mass. These opera-
tions on the computed pressure form the definition ofBac,
given asFIG. 4. Block diagram of the feedback instability model.

FIG. 5. Effect of piston amplifier gain on guitar dynamics.

FIG. 3. Components of the feedback instability model.
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Bac5F A1f11 A2f12 ••• Anf1n 0

A1f21 A2f22 ••• Anf2n 0

0 0 ••• 0
Sh

mh

G , ~10!

where An are the nodal areas, andfm,n are the mass or-
thonormalized mode shapes withm corresponding to the
mode number, andn corresponding to the node location. In
the present model,n564, since there were 64 nodes consti-
tuting the finite-element model that were capable of out-of-
plane motion.

The feedback path from the guitar output,vs(t), to the
inputs acting on the modes of the guitar forms a single-input,
three-output system~sinceBac is 33n), and is illustrated in
block-diagram form in Fig. 4. The coupled system repre-
sented in Fig. 4 can be solved to predict the changes in the
guitar dynamics for given gain and relative position values
between the guitar and the speaker~baffled piston!. Figure 5
presents the frequency response functions between the guitar
sensor and the actuator~i.e., the open-loop system! for vary-
ing amplifier gain values, at an initial fixed location directly
in front of the baffle. This location is defined by first consid-
ering the piston axis of motion to be the globalz axis as
illustrated in Fig. 3. With the neck of the guitar pointed in the

positivex direction and the plane of the guitar top-plate ori-
ented parallel to the plane of the piston, the guitar was cen-
tered in they direction and placed so that the middle of the
top plate was 1.4 m from the piston in thez direction. These
simulations demonstrate that as the gain is increased, the first
mode of the guitar, the air mode, is driven unstable. The
change in the phase angle in Fig. 5 at the highest gain values
from 290° to 190° of the air mode resonance at approxi-
mately 108 Hz indicates the transition from a stable to an
unstable mode. The unstable mode forms the feedback insta-
bility that ultimately limits the achievable amplified speaker
volume for the guitar system.

B. Potential solutions to feedback instability

The first solution one might consider to acoustic feed-
back instability is to change the position of the amplified
guitar relative to the amplified piston. The system repre-
sented in Fig. 3 can be solved at relatively low gain for many
locations in the half-space in front of the piston to help vi-
sualize the changes in the guitar structural dynamics as a
function of position. Figures 6–8 give a graphic representa-
tion of the fractional changes in amplitude of the air mode
and the first and second plate modes that form the first three
modes in the coupled guitar transfer function, respectively.
The fractional change is defined as the difference between
the modal amplitudes of the feedback-guitar model evaluated
at various positions as compared to the initial position given
in Fig. 5. The difference at each position is divided by the
modal amplitude at the initial position to get the fractional
change. At each new location, the plane of the top-plate is
kept parallel to the plane of the piston and thex andz coor-
dinates are varied. These simulations show that the coupling
of the acoustic feedback path, and hence the modal ampli-
tude, is highly dependent upon the spatial relationship be-
tween the guitar and the monitor loudspeaker. The amplitude
of the modal response will determine the gain margins of the
system, which indicates the relative stability of the feedback-
guitar system.

Another solution to feedback instability is to increase
the passive damping in the two plate modes. This solution is
implemented in some guitars that are designed to be ampli-
fied. The transfer function in Fig. 9 shows the feedback-

FIG. 6. Fractional change in guitar first mode~air mode! amplitude as a
function of relative position.

FIG. 7. Fractional change in guitar second mode~first plate mode! ampli-
tude as a function of relative position.

FIG. 8. Fractional change in guitar third mode~second plate mode! ampli-
tude as a function of relative position.
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guitar model behavior for the highest gain used in Fig. 5 with
a multiplication factor increase in modal damping ratio of
1.7 and 2.0, respectively, in the first two plate modes. This is
compared to the unamplified response of the feedback-guitar
system with no added damping. The modal damping in-
creases were determined so that the first and second mode
amplitudes were approximately equal for the amplified and
unamplified cases. This illustrates that by damping the plate
modes, the system response does not go unstable when am-
plified. When the guitar is amplified, its response is similar to
the response of the original guitar without additional damp-
ing.

Aside from the obvious difficulties of adding passive
damping to the structural and air modes without detrimen-
tally influencing other aspects of the dynamics like the modal
amplitudes and frequencies, a major shortcoming of the pas-
sive solution is the behavior when the guitar is not amplified.
Figure 10 presents the response of the feedback-guitar sys-
tem with added modal damping when amplified and unam-
plified. The amplitude of the guitar response is significantly
reduced at the first two modes when the amplifier is off. This
shows that the passive damping approach renders the guitar
response ‘‘dead’’ when it is not amplified.

Another solution is to actively damp the plate and piston
modes. In this case, an additional control feedback loop is
added to the system to mitigate the effects of the acoustic
feedback loop. The advantage of this approach is that the
control loop can be turned on, when the guitar is amplified,
and turned off when the guitar is not amplified. In this way,
the guitar dynamics are similar both amplified and unampli-
fied. Another advantage is that the air mode can be controlled
through its structural coupling to the first-plate mode, mak-
ing it unnecessary to impede or eliminate the air piston dy-
namics as is done with many existing devices.1,2,5

The actual control law implemented will greatly influ-
ence the closed-loop performance. The simplest approach is
to implement a fixed-gain controller that selectively adds
damping to structural modes. Since the amount of damping
that needs to be added to each structural mode depends on
both the position of the guitar and the amplification of the
sound system, this approach would require a calibration step
to determine the appropriate control law. It would also re-

quire the guitar to remain in the position where it was cali-
brated to maintain performance. In these limitations, this
method is similar to the notch filter approach cited earlier.
However, using the active vibration control approach pro-
duces a less detrimental effect on the sound from the guitar,
since the ideal implementation would not require a decreased
sound volume at selected frequencies. A more complex,
adaptive controller would offer a more flexible solution and
make the active approach more attractive. If the adaptive
controller could be configured as a pole-placement filter
whose objective was to preserve the unamplified structural
dynamics of the guitar top-plate, the guitar could be made
insensitive to changes in the sound system gain and position,
and would effectively turn off when the guitar was not am-
plified. In this case, the active control loop would be exactly
canceling the acoustic feedback loop.

C. Controller design

To illustrate the concept, a simple, parallel second-order
positive-position feedback~PPF! controller was developed to
control the modes that are destabilized by the acoustic feed-
back with the guitar in the initial position. The transfer func-
tion of a single PPF controller is given as

Hc~s!5
K1

s212zcvcs1vc
2 , ~11!

wherezc andvc are the damping ratio and design frequency
of the controller, andK1 is a constant gain. The parallel
implementation combines two PPF controllers in parallel
with the parameters of each filter designed to add damping to
the structural modes. The objective was to add the same
amount of damping to the first and second modes of the
guitar model as the passive solution previously discussed.
The frequency response of the resulting controller is pre-
sented in Fig. 11. The open- and closed-loop feedback-guitar
model with the PPF controller implemented and no gain on
the acoustic feedback path~G50! is shown in Fig. 12. This
shows that with the controller turned on and no acoustic
feedback, the controller adds damping to the targeted modes
as designed. The resulting response using the feedback con-
troller and the previously used destabilizing gain in the

FIG. 10. Passive damping suppresses modes when guitar is not amplified.FIG. 9. Effect of adding passive damping to the first and second plate modes
to suppress feedback instability.
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acoustic feedback path is shown in Fig. 13 with the original
unamplified open-loop guitar model. This demonstrates that
the PPF controller stabilizes the first mode when amplified,
and that the responses of the first and second modes are
approximately equal to the unamplified case.

Finally, Fig. 14 illustrates the sensitivity of the closed-
loop system to changes in position relative to the monitor
speaker. The same gains on both the acoustic and control
feedback path used in Fig. 13 are maintained, but the guitar
position is moved slightly closer to the monitor speaker from
1.4 to 1.1 m. In this case, the first mode goes unstable and
the second mode is heavily damped. This result shows that
the solution that a fixed-gain controller provides can only be
guaranteed to perform at the position for which it was de-
signed.

III. EXPERIMENT

An experiment was designed to show qualitative agree-
ment with the acoustic feedback model. Since the original
guitar used in the development of the model did not have a
factory-installed pickup and illustration of active feedback
suppression on a guitar that was designed for amplification
was an important goal of the experiment, it was not used to
investigate experimental feedback suppression. The guitar

used in the experimental investigation of this work was an
acoustic/electric Yamaha APX-6N. The major difference in
the low frequency behavior of the two guitars was 45° rota-
tion of the second plate mode. Since the FE model was not
used directly for actuator location and the feedback control-
ler was designed for the first plate mode, this difference was
not significant.

Two piezoelectric ceramic PZT5A actuators were at-
tached to the top-plate of the guitar and the built-in pickup
was used as the sensor. The dimensions of the piezoelectric
ceramic actuators were 3.8 cm by 6.4 cm by 0.25 mm, and
the mass of each actuator was 4.7 g. The actuators were
bonded using a quick setting epoxy. The locations of the
actuators were selected to couple well with the air and first
plate mode of the guitar. Piezoelectric ceramic actuators ap-
ply in-plane force, so good coupling locations are regions of
high in-plane surface strain for a given mode.15 Since the air
and first plate mode of the guitar top-plate are primarily
composed of motion of the lower bout, which approximately
matches the first mode shape of a circular plate with fixed
boundaries,16 regions of high in-plane strain were predicted
at the edge and in the center of the lower bout. This can
easily be verified using the exact solution for the first mode
of a plate constrained in this manner.17 Two convenient ac-
tuator attachment locations were selected in these regions.

FIG. 12. Effect of closing the control loop on the guitar dynamics.

FIG. 13. Effect of both acoustic feedback and the control feedback loops.

FIG. 14. Effect of changing position on ‘‘controlled’’ guitar.

FIG. 11. PPF controller designed to add damping to the first and second
guitar modes.
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These locations were centered along the shorter dimension of
the guitar and are near the bottom of the lower bout and
immediately below the bridge, respectively. The actuator lo-
cations are shown more nearly precisely in Fig. 15.

The guitar was placed on a 35 cm by 25 cm piece of
foam and leaned against a wall, the back of the guitar mak-
ing an angle of approximately 75° with the foam. This
boundary condition was intended to approximate a perfor-
mance position as opposed to a modal testing position. The
strings were not removed or dampened in any way so that
their coupled dynamics would also contribute to the re-
sponse. A 38 cm~15 in.! loudspeaker and amplifier combi-
nation was placed directly in front of the guitar at a distance
of 2.05 m. A modal survey was conducted using a scanning

laser vibrometer as the sensor and the acoustic excitation of
the loudspeaker as the input to determine the response of the
guitar top-plate with the piezoceramic actuators and the
given boundary conditions. A burst-chirp disturbance was
played though the amplifier and loudspeaker, and the scan-
ning laser vibrometer measured progressive frequency re-
sponse functions over a grid of points on the guitar top-plate.
The burst chirp measurements were used to prevent overlap-
ping of the data windows resulting from acoustic delays. The
mode shapes measured for the air mode at 124 Hz, the first
plate mode at 239 Hz, and the second plate mode at 359 Hz
are shown in Figs. 16, 17, and 18, and are overlaid on the
guitar top-plate.

Next, the guitar pick-up was connected to the amplifier
and loudspeaker system. This established an acoustic feed-
back loop. The gain on the amplifier was increased~without
any control loop!, until the feedback-guitar system just went
unstable. The sound level associated with the instability, is
measured by a C-weighted sound level meter 1 m in front of
the speaker, reached a maximum of 116 dB. Immediately in
front of the speaker, the sound level surpassed the meter’s
maximum range of 126 dB. A measurement of the modal
response, taken at this same gain level, shows that the top-
plate response was dominated by the first plate mode shape

FIG. 16. Experimentally measured response of the air mode at 124 Hz.

FIG. 17. Experimentally measured first plate mode at 239 Hz.

FIG. 15. Actuator locations.

FIG. 18. Experimentally measured second plate mode at 359 Hz.
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at 239 Hz, which is shown in Fig. 19. This indicates that the
first plate mode was going unstable due to the acoustic feed-
back, and clearly indicates that an active control solution
should focus on adding damping to the mode at 239 Hz.

A PPF controller was designed and implemented on a
DSPACE Model 1003 digital signal processing system to
increase damping at 239 Hz. An additional bandpass filter
was put in series with the filter to provide additional gain
roll-off in order to prevent control spillover. The measured
frequency response function of the controller is presented in
Fig. 20. This frequency response function also included some
low frequency dynamics introduced by the signal condition-
ing built into the guitar pickup. With the controller on, the
speaker amplifier gain was again turned up until the system
went unstable. This time the gain level at which the instabil-
ity occurred was significantly higher. The motion of the gui-
tar top-plate was remeasured using the vibrometer, and is
presented in Fig. 21. Frequency response measurements in-
dicate that, again, the first plate mode goes unstable. Figure
21 has several interesting characteristics when compared to
Fig. 19, which showed the predominant motion of the un-
stable system with no control loop. The control loop radi-
cally changed the shape of the first plate mode at high gain.
This indicates that there were two potential mechanisms at

work that allowed the higher amplifier gain: the active con-
troller added damping to the mode, and the active controller
changed the shape of the mode so that it was not as effective
at coupling into the acoustic field. Another interesting thing
to note about Fig. 21 is that the isolines become discontinu-
ous in the neighborhood of the piezoelectric ceramic actua-
tors that are providing the control force to the guitar, espe-
cially the actuator adjacent to the guitar bridge.

In order to quantify the increase in gain that was
achieved with the addition of the active control loop, a fre-
quency response function was measured between the piezo-
electric ceramic control actuator and the amplifier output at
gain levels just under the gain that caused the instability with
and without the active control loop. With the control loop
closed, the frequency response function was 7 dB higher
than with no controller. This was measured by comparing the
average increase in gain over the frequency range from 0 to
800 Hz. The power associated with the control signal to al-
low the increased gain was quite small. A maximum rms
voltage of 2.3 V across the piezoelectric ceramic actuator
with the control loop closed was measured using a Fluke
‘‘true rms’’ digital volt meter at the highest achievable gain
prior to instability with the low E string plucked and allowed
to ring down. Assuming a linear amplifier, a conservative
estimate of power18 associated with the primarily capacitive
load is

P52i qv r1
2vCv r

2

p
. ~12!

In view of the relatively low rms voltage, a rail voltage,v r ,
of 9 V is assumed sufficient. Also assuming quiescent cur-
rent, i q , as 60mA, the measured capacitance,C, of 308 nF,
and control effort primarily at 239 Hz, the power using Eq.
~12! is 25 mW. Incorporating a safety factor of 3 to account
for power requirements of the control electronics, a conser-
vative estimate of power requirements for an analog version
of the control electronics is 75 mV. It should also be noted
that driving a piezoceramic with a linear amplifier is very
inefficient, and that the power requirements could be signifi-
cantly reduced with a more efficient, switching amplifier

FIG. 19. Experimentally measured response of the unstable mode at 239 Hz.

FIG. 20. Measured frequency response of the PPF controller implemented
to actively dampen the first plate mode at 239 Hz.

FIG. 21. Predominated motion of the unstable guitar with the control loop
closed.
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design.19 Even with a linear amplifier, the maximum power
delivery is well within the capabilities of a small integrated
circuit and two 9 V batteries, and could be designed to be
part of the guitar’s pickup.

IV. CONCLUSION

A model was introduced that predicts acoustic feedback
instability that results in amplified acoustic instruments at
high gain levels. Three potential solutions were proposed, all
of which had advantages and disadvantages. Changing rela-
tive location with respect to the amplified piston has the
potential to decrease the destabilizing effect of the amplified
piston on a given mode, but it is likely that the new position
will result in destabilizing another mode. Addition of passive
damping is simple and effective, but the unamplified dynam-
ics are severely degraded by this solution. Active control can
eliminate feedback instability but requires the addition of
sensors, actuators, and control electronics. Also, fixed gain
active control is only guaranteed to perform at the position it
was designed for. A more robust active approach would be a
fully adaptive controller that cancels the effect of the acous-
tic feedback on the guitar dynamics.

An experiment was performed that qualitatively verified
the fixed gain, active control approach to suppress feedback
instability. A full 7 dB increase in amplifier gain was possible
with the incorporation of feedback control. The power nec-
essary for the active controller was approximately 75 mW,
indicating the possibility for a relatively small electronics
package and battery power.
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Very thin and small (45 mm335 mm30.35 mm) piezoelectric radiators have been developed in
this research. The system is modeled by using the energy method in conjunction with the
assumed-modes method. Electrical system, mechanical system, and acoustic loading have all been
accounted for during the modeling stage. On the basis of the simulation model, the genetic algorithm
~GA! is employed to optimize the overall configurations for a low resonance frequency and a large
gain. The resulting designs are then implemented and evaluated experimentally. Performance
indices for the experimental evaluation include the frequency response, the directional response, the
sensitivity, and the efficiency. It is found in the experimental results that the piezoelectric radiators
are able to produce comparable acoustical output with significantly less electrical input than the
voice-coil panel speakers. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1568944#

PACS numbers: 43.38.Fx, 43.38.Ja@AJZ#

I. INTRODUCTION

Miniaturization has been a major trend over the recent
years in the so-called 3C industries: computer, communica-
tion, and consumer electronics. Like the other components,
the loudspeakers are faced with the need to further reduce
their sizes, in particular for the 3C products, e.g., personal
data assistants~PDAs!, mobile phones, MP3 players, etc.
The panel speaker offers a potential solution to suit the above
need.1 The panel speaker provides various advantages over
the conventional loudspeakers such as omnidirectivity, lin-
earity, insensitivity to room conditions, bipolar radiation.2 Of
particular interest is that the panel speaker is planar, light,
and compact, which makes it an attractive feature for many
space-constrained applications. A detailed analysis and
evaluation of the panel speaker can be found in Ref. 1.

Despite all the advantages, the panel speaker suffers
from two drawbacks that may restrict its practical application
in the 3C products. First, in the conventional design, the
exciter for a panel speaker is generally the voice-coil type.
The state-of-art manufacturing voice-coil exciters could
reach only approximately 2 mm thickness, which is still con-
sidered too thick for many applications, such as the displays
of mobile phones. Second, the electroacoustic efficiency of
the conventional panel speakers driven by electromagnetic
exciters was found to be quite low,1 which raised the serious
concern about the power consumption in mobile electronic
products. These physical limitations associated with the con-
ventional exciters hence motivate the development of an al-
ternative way of excitation using a different mechanism. In
this paper, planar radiators excited by piezoelectric ceramic
~PZT! are proposed in an attempt to overcome the problems
encountered in voice-coil exciters.3,4 Piezoelectric ceramics

can be fabricated into various shapes and thicknesses, as de-
sired. In addition, virtually no power is consumed nor heat
generated to maintain a piezoelectric actuator in an energized
state. As will be manifested in the latter experimental verifi-
cation, the high efficiency of piezoelectric material makes
the proposed radiator an ideal device for many battery-driven
products. The conversion of electrical energy into mechani-
cal motion takes place without the generation of any mag-
netic field or the need for moving electrical contacts. More-
over, piezoelectric devices are capable of response times
under a millisecond, limited only by the inertia of the object
being moved and the output capability of the electric driver.

This paper is organized as follows. First, the energy
method in conjunction with the assumed-modes method is
used to derive the dynamic model of the piezoelectric radia-
tor. The electrical system, the mechanical system, and acous-
tic loading have all been accounted for during the modeling
stage. An electromechanical equivalent circuit is obtained for
the single mode of the system. Second, on the basis of the
above model, the genetic algorithm~GA! is used to optimize
the design variables. Third, designs resulting from the opti-
mization are then implemented and evaluated experimen-
tally. Frequency response, directional response, sensitivity,
and efficiency are measured in order to evaluate system per-
formance. Finally, technical discussions and a future exten-
sion of this work are summarized.

II. DYNAMIC MODELING OF THE PIEZOELECTRIC
RADIATOR

In this section, the constitutive equation of piezoelectric-
ity is given, followed by the dynamic modeling using the
energy method. Electrical system, mechanical system and
acoustic loading are combined into a state-space form. The
special case of the single mode of the system will also be
presented in terms of an equivalent circuit.

a!Author to whom correspondence should be addressed. Electronic mail:
msbai@mail.nctu.edu.tw; telephone~03!5712121, ext. 55108.
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A. Energy method based on the variation principle

The model of the piezoelectric planar radiator in Fig. 1
consists of a rectangular panel and a rectangular PZT plate.
Assume that the vibration of the system is small such that the
nonlinear terms are negligible. The panel is of lengthLP and
width WP . Let the transverse displacement of the plate be
w(x,y,t). The kinetic energy of the plate is

Tp5
1

2 E0

WpE
0

Lp
rpwt

2~x,y,t !dx dy, ~1!

whererp is the area density of the panel and the subscript
‘‘ t’’ denotes the first partial derivative with respect to the
time variablet. The bending strain energy of the plate is5

Up5
1

2
DE

0

WpE
0

Lp
@wxx

2 1wyy
2 12ywxxwyy

12~12y!wxy
2 #dx dy, ~2!

where D5Eh3/12(12y2) is the bending stiffness of the
panel,h52hs is the thickness of the panel,E is the Young’s
modulus of the panel, andy is the Poisson’s ratio of the
panel. The subscript ‘‘xx’’ denotes the second partial deriva-
tive with respect to the space coordinatex; a similar rule
applies to the other variables. It should be clear from the
context, where all subscripts in the following equations that
are not in the definition of the variable should be interpreted
as differentiation with respect to the variable.

On the other hand, the internal energy of the PZT plate
needs to be established. The formulation is based on the
h-form constitutive equations. For our problem at hand, the
constitutive equations of a hexagonal crystal class~6 mm!
PZT plate can be written as

F T1

T2

T6

E3

G5F c11
D c12

D 0 2h31

c12
D c11

D 0 2h31

0 0 c66
D 0

2h31 2h31 0 b33
S

GF S1

S2

S6

D3

G , ~3!

whereT is the stress,S is the strainD is the dielectric dis-
placement,E is the field strength,h is the piezoelectric volt-
age constant,cD is the elastic stiffness under the condition of
constant dielectric displacement, andbS is the impermittivity
under the condition of constant strain, the subscripts signify
the orientation of electrical and mechanical quantities, and
c66

D 5(c11
D 2c12

D )/2. From the thin-plate theory,S152zwxx ,
S252zwyy , andS6522zwxy . The internal energy of the
piezoelectric materialUc can be expressed as6

Uc5
1

2 EV
@~T1S11T2S21T6S6!1E3D3#dV,

5
1

2 H E
y1

y2E
x1

x2
@c11

D I 1~wxx
2 1wyy

2 !12c12
D I 1wxxwyy

12h31D3I 2~wxx1wyy!14c66
D I 1wxy

2 #dx dy

1b33
S VcD3

2J , ~4!

where I 15(hp
32hs

3)/3, I 25(hp
22hs

2)/2, and Vc5WcLc(hp

2hs) is the volume of PZT.Wc andLc are the width and the
length of PZT. The virtual work done by the noninertial
forces and the external voltage is written as

dW5E
y1

y2E
x1

x2
Va~ t !dD3 dx dy

1E
0

WpE
0

Lp
f ~x,y,t !dw dx dy

5Va dD3 Ac1E
0

WpE
0

Lp
f ~x,y,t !dw dx dy, ~5!

whereAc5WcLc , andVa is the applied voltage to the PZT.

B. Assumed-modes method

The assumed-modes method is then employed in deriv-
ing the discretized equation of motion.7 In this method, the
continuous system is approximated as ann-degree-of-
freedom system, where the displacement satisfies

w~x,y,t !5(
i 51

n

f i~x,y!qi~ t !, ~6!

where f i(x,y) are admissible functionsand qi(t) are the
principal coordinates.7 Using the series expansion, the en-
ergy terms shall be discretized in terms of the principal co-
ordinates. The kinetic energy can be expressed as

Tp5
1

2 (
i 51

n

(
j 51

n

mi j q̇i~ t !q̇ j~ t !, ~7!

where

FIG. 1. Schematic diagram of the piezoelectric panel radiator. It consists of
a panel and a PZT plate.
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mi j 5rpE
0

WpE
0

Lp
f i~x,y!f j~x,y!dx dy ~8!

are symmetric mass coefficients. In a similar fashion, the
strain energy of the panel can be written as

Up5
1

2 (
i 50

n

(
j 50

n

ki j
p qi~ t !qj~ t !, ~9!

where

ki j
p 5DE

0

WpE
0

Lp
@f i ,xx~x,y!f j ,xx~x,y!

1f i ,yy~x,y!f j ,yy~x,y!12yf i ,xx~x,y!f j ,yy~x,y!

12~12y!f i ,xy~x,y!f j ,xy~x,y!#kdx dy. ~10!

The internal energy of the PZT can also be expressed as

Uc5
1

2 (
i 50

n

(
j 50

n

ki j
c qi~ t !qj~ t !1

1

2 (
i 50

n

a iqi~ t !D3

1 1
2 Vcb33

S D3
2, ~11!

where

ki j
c 5E

y1

y2E
x1

x2
I 1$c11

D @f i ,xx~x,y!f j ,xx~x,y!

1f i ,yy~x,y!f j i ,yy~x,y!#

12c12
D f i ,xx~x,y!f j ,yy~x,y!

14c66
D f i ,xy~x,y!f j ,xy~x,y!%dx dy, ~12!

a i52h31I 2E
y1

y2E
x1

x2
@f i ,xx~x,y!1f i ,yy~x,y!#dx dy.

~13!

The virtual energy is written as

dW5AcVa dD31(
i 50

n

f i dqi~ t !, ~14!

where

f i5E
0

WpE
0

Lp
f ~x,y,t !f i~x,y!dx dy ~15!

are modal forces. Let

ki j
t 5ki j

p 1ki j
c , ~16!

and ki j are symmetric stiffness coefficients. The dielectric
displacementD35D3(t) in the z axis is assumed to be con-
stant on the electrodes and is a function of time because in
our application the problem can be treated as electrostatic.

C. The Lagrange equation

The introduction of the assumed modes to the energy
terms in the early stage rather than to the differential equa-
tions offers great convenience. The discretized energy terms
are then substituted into the Lagrange equation,

d

dt S ]L

]q̇i
D2

]L

]qi
5 f i , i 51,2,...,n, ~17!

2
]L

]D3
5AcVa , ~18!

whereL5Tp2Up2Uc is the Lagrangian. The substitution
leads directly to the following dynamic equations:

(
j 51

n

mi j q̈ j~ t !1(
j 51

n

ki j
t qj~ t !1

a i

Ac
Q5 f i , i 51,2,...,n,

~19!

1

Ac
(
j 51

n

a jqj~ t !1
tc

Ac
b33

S Q5Va , ~20!

where tc is the thickness of PZT andD35Q/Ac , with Q
being the electric charges on the electrodes. These equation
can be written in a matrix form:

Mq̈1Kq1aQ5f, ~21!

gTq1lQ5Va , ~22!

whereM5 bmi j c, K5@ki j
t #, a5@a i /Ac#, g5 ba j /Ac, andl

5tb33
S /Ac .

To account for the effects of electrical circuit,

Va5Vs2RQ̇2LQ̈, ~23!

whereVs is the source voltage,R and L are the equivalent
resistance and the inductance, respectively. Equations~21!
and ~22! can be assembled into a state-space form:

d

dtF q

Q

q̇

Q

G5F 0 0 1 0

0 0 0 1

2M21K 2M21a 0 0

2
1

L
gT 2

l

L
0 2

R

L

GF q

Q

q̇

Q

G
1F 0 0

0 0

M21 0

0
1

L

G F f
Vs

G . ~24!

D. Acoustic loading

In addition to the electrical system and the mechanical
system, the acoustic loading is also considered in the mod-
eling. In physical coordinates, the relationship between the
sound pressure and the surface velocity can be approximated
in a discrete form,

p5ZAv, ~25!

wherep is the sound pressure vector,v is the surface velocity
vector, andZA is the radiation impedance matrix:8
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ZA

5rpcs3
12e2 jkAA/p jkA

2p

e2 jkr 12

r 12
¯

jkA

2p

e2 jkr 1n

r 1n

jkA

2p

e2 jkr 21

r 21
12e2 jkAA/p

¯ ]

] ] � ]

jkA

2p

e2 jkr m1

r m1
¯ ¯ 12e2 jkAA/p

4 ,

~26!

in which r mn5r nm is the distance from the elementm to the
elementn, 1<m, n<N, andk5v/cs is the wave number,
with cs being the speed of sound.A is the area of each
element.

Rewrite the assumed-modes expansion of Eq.~6! in the
matrix form

w5Fq, ~27!

where F5 bf i j (x,y) c, in which f i j (x,y) is the admissible
function of thei j th mode.w andq are defined as the physi-
cal and modal displacement vectors, respectively, on the
panel surface.F is the transformation matrix that relates the
physical space and the modal space. Using the matrixF, Eq.
~25! can be transformed into the modal space. Letp̃ andṽ be
the surface pressure and velocity in the modal space,

p5Fp̃, ~28!

v5Fṽ. ~29!

Hence, we have

p̃5Z̃Aṽ, ~30!

where the modal radiation impedance,

Z̃A5F21ZAF. ~31!

To obtain the frequency response function, we let

ṽ5 j vq. ~32!

Substituting Eqs.~30! and~32! into Eqs.~21! and~22! yields
the dynamic equations in the modal space:

FlS j vM1MU1
1

j v
K1AZ̃AD2

1

j v
agTG ṽ52aVa ,

~33!

wherevn,i j is the natural frequency in thei j th mode and an
ad hocdamping matrix.U5diagb2zvn,ij c is introduced, with
z being the damping ratio.

E. Equivalent circuit

To facilitate the ensuing optimal design, a special case,
the single-mode system, is considered. For a single mode,
generally the fundamental mode, Eqs.~6!, ~21!, and~22!, are
rewritten as

w~x,y,t !5f~x,y!q~ t !, ~34!

mq̈1kq1aQ5 f , ~35!

aq1lQ5Va , ~36!

wherem5rp if ifi251.
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14c66
D I 1fxy

2 #dx dy, ~37!

a5
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Ac
5

2h31I 2

Ac
E

y1

y2E
x1

x2
~fxx1fyy!dx dy, ~38!

l5
hs2hp

Ac
b33

S . ~39!

Assuming a time-harmonic analysis, the velocity and the
electric current can be related, respectively, to the displace-
ment and the electric charge,

q5
u

j v
, ~40!

Q5
I

j v
. ~41!

Let k51/CM , t5aCE , andl51/CE . Equations~35! and
~36! become

j vmu1
1

j vCM
u1

t

j vCE
I 5 f , ~42!

t

j vCE
u1

1

j vCE
I 5Va , ~43!

whereCM andCE denote the mechanical compliance and the
electrical capacitance of PZT. Or, in a matrix form,

F j vm1
1

j vCM

t

j vCE

t

j vCE

1

j vCE

G FuI G5F f
Va

G . ~44!

As evidenced from the symmetric impedance matrix, the pi-
ezoelectric radiator is a ‘‘reciprocal’’ transducer. Withad hoc
damping introduced, the electromechanical equivalent circuit
is shown in Fig. 2~a!. Reflecting the electrical side to the
mechanical side gives Fig. 2~b!, where

CM8 5
CM

12K2 , ~45!

and K5Aa2CMCE being the coupling factor. From the
equivalent circuit, the frequency response between the modal
velocity and the applied voltage can be expressed as

u

Va
5

~ j v!2CEt

~ j v!2m1~ j v!~R1ZA!1
1

CT

, ~46!

whereCT5CECM8 /(CE1t2CM8 ) andR52mzA1/mCT, with
z being the damping ratio. This single-mode approximation
is apparently a second-order system with the natural fre-
quency,
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v05A 1

mCT
, ~47!

and a gain beyond resonance

g`5U u

Va
U' CEt

m
, v@v0 . ~48!

An example of the single-mode frequency response of the
piezoelectric radiator is illustrated in Fig. 3. For good perfor-
mance, it is desirable for the resulting design of the radiator
to have a low natural frequencyv0 and high gaing` .

III. OPTIMAL DESIGN VIA THE GENETIC ALGORITHM

The genetic algorithm~GA! is an optimization algorithm
that is originally motivated by natural selection and evolu-
tionary genetics.9 The GA has proven to be efficient in many
areas such as function optimization and image processing.
Unlike the conventional gradient search algorithms, the GA

requires no calculation of the gradient and is not susceptible
to problems of local minima. In each ‘‘generation,’’ three
basic genetic operators,reproduction, crossover, and muta-
tion, are performed to generate a new population andfitness
functions of thechromosomesof the population are evalu-
ated. An optimal solution is then obtained, according to the
principle of ‘‘survival of the fittest.’’ The GA procedure ap-
plied to design the piezoelectric radiator is detailed as fol-
lows.

A. Fitness function

Fitness is a measure of the survival rate of a chromo-
some. A chromosome with high fitness has a high probability
of reproducing one or more offspring in the next generation.
The ratio of the gain and the natural frequency of the single-
mode approximation serves as the fitness function for the GA
optimization:

f c5
g`

v0

5

CEt

m

1

AmCT

5aCE
2ACT

m
. ~49!

The goal of optimization is to search for a design with a low
natural frequency and a high gain by maximizing the fitness
function f c . In the single-mode system, parameters relevant
to the optimization are

m5rp , ~50!

CE5
1
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5
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tcb33
S , ~51!
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3D c11
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~54!

The symbolstp and tc are the thickness of the panel and
PZT, respectively. Substituting Eqs.~50!–~53! into Eq. ~49!
gives

f c5aCE
2ACT

m
5h

tp1tc

t t
LcWc

1

Ak
, ~55!

where

h526
h31

b33
S ALcWc

m S 1

Lc
2 1

1

Wc
2D cos

px1

Lc
cos

py1

Wc
. ~56!

When 0<x1<Wp/2 and 0<x2<Lp/2, h is a positive con-
stant. It can be readily verified that

] f c /]Lc.0, ~57!

] f c /]Wc.0, ~58!

FIG. 2. Electromechanical equivalent circuits of the piezoelectric panel ra-
diator. ~a! The electromechanical equivalent circuit;~b! the equivalent cir-
cuit referred to as the mechanical side.

FIG. 3. The example of the single-mode frequency response of the piezo-
electric panel radiator.v0 is the natural frequency andg` is the gain beyond
resonance.
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] f c /]tc,0. ~59!

Thus, f c is a monotonically increasing function ofLc and
Wc , and a monotonically decreasing function oftc . That is,
it is generally preferable to have a design using a large and
thin PZT, provided no other constraints are of concern. In
what follows, the parameterLc , Wc , andtc will not be op-
timized, but were constrained in a certain prescribed range.

B. Encoding and decoding

Suppose that the position of the PZT, (x1 ,y1), on the
panel are to be optimized. The variablesx1 and y1 are en-
coded into a binary string of lengthl i , called a chromosome.
The resolution for the string of such length is

Ri5
xi

U2xi
L

2l i21
, ~60!

wherexi
U and xi

L are the upper and lower limits of the pa-
rameter. For example, if 0,x1,4.5 mm, 0,y1,3.5 mm,
and the desired resolutions areR150.145 andR250.113,
then l 15 l 255. If x151.595 andy151.468, then the chro-
mosome is encoded as@01011 01101#.

C. Reproduction, crossover, and mutation

Reproduction directs the search of GA toward the best
individuals. The chromosome of the current population is
reproduced in the next generation according to the reproduc-
tion probabilitypi ,

pi5
f c

(1
Pl f c

, ~61!

wherePl is the population size. Assume there are four chro-
mosomes,c1–c4 , in the zero generation with fitness func-
tions 17, 33, 47, and 69. From Eq.~61!, the reproduction
probabilities arep150.102, p250.199, p350.283, andp4

50.416, respectively. The chromosomec4 is the most likely
to reproduce in the next generation. These four reproduction
probabilities are then concatenated in the real line, as shown
in Fig. 4. In the first generation, four random numbers be-
tween 0 and 1 are generated. For example, if the generated
random numbers are 0.812, 0.666, 0.111, and 0.501, the can-
didate chromosomes for reproduction in the next generation
will be c4 , c4 , c2 , andc3 , respectively.

Crossover is intended to exchange the information be-
tween chromosomes via a probabilistic decision in the mat-
ing pool. It proceeds in three steps. First, the crossover rate
pc is specified ~usually 0.8,pc,1, and we choosepc

50.9). Two chromosomes in the mating pool are selected to
cross over at random. Precisely, the entire population in each

generation is divided into pairs, e.g., 100 pairs would be
required for 200 chromosomes. For each pair, a random
number between 0 and 1 is then generated. If the random
number is less than the crossover ratepc , the crossover pro-
cedure will take place. Second, a splice point at the chromo-
some is selected randomly. Third, the genetic codes after the
splice point are interchanged. For example, there are two
chromosomesc1 andc2 with the splice point at the third bit:
c15010D1010, c25111D1111. With crossover, two new
chromosomes are generated:c̃15010D1111, c̃25111D1010.

Reproduction and crossover provide the most search
power for GA. However, the gene becomes increasingly ho-
mogeneous as one gene begins to dominate after several gen-
erations and eventually results in premature convergence. To
obviate this problem, mutation is introduced into the GA
procedure. Let the probability of mutation bepm ~usually 0
,pm,0.01, and we choosepm50.01). This probability de-
termines how many genes are selected for mutation in each
generation. In this analysis, where the population was chosen
to be 200 at the given 0.01 mutation rate, approximately two
genes were presumably selected for mutation in each genera-
tion. Mutation is carried out by alternating the gene from
zero to one, or from one to zero, with the mutation point
determined randomly. For instance, a chromosomec3 with
the mutation point at the third bit isc̃3510 0

D
101010. After

mutation, the chromosome becomesc̃3510 1
D

101010. Note,

however, that mutation should be used sparingly. The GA
would behave like a random search if the mutation rate is too
high.

The aforementioned GA procedure was applied to the
design of the piezoelectric radiator. The parameters to opti-
mize include the positions of the PZT and the Young’s modu-
lus of the panel. Two kinds of thickness~100 and 150mm!
and five kinds of aspect ratio were examined in the optimi-
zation. The results of optimal PZT positions on the panel are

FIG. 4. The reproduction probabilities of four chromosomes,c1–c4 , with
fitness functions, 17, 33, 47, and 69, are concatenated in a real line.

TABLE I. The results of optimal PZT positions on the panel obtained using
the GA procedure. Every entry in the table includes three values: the gain
beyond resonance, the natural frequency, and the optimal position of the
PZT.

The thickness of PZT

100 mm 150mm

Aspect ratio
(length51.5 cm)

1:~1/3! 2179.520 dB 2181.886 dB
147.461 Hz 179.076 Hz
~1 cm, 2.75 cm! ~1 cm, 2.81 cm!

1:~1/2! 2172.512 dB 2174.870 dB
163.710 Hz 205.458 Hz
~1 cm, 2.65 cm! ~1 cm, 2.61 cm!

1:1 2160.639 dB 2163.003 dB
202.512 Hz 265.580 Hz
~1 cm, 2.27 cm! ~1 cm, 2.32 cm!

1:2 2149.287 dB 2151.643 dB
248.890 Hz 335.386 Hz
~1 cm, 1.46 cm! ~1 cm, 1.5 cm!

1:3 2143.437 dB 2145.812 dB
265.826 Hz 359.739 Hz
~1 cm, 0.75 cm! ~1 cm, 0.78 cm!
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summarized in Table I. Every entry in the table includes
three values: the gain beyond resonance, the natural fre-
quency, and the optimal position of the PZT. The optimal
Young’s moduli of the panel are found to vary between 9 and
13 GPa.

IV. NUMERICAL SIMULATION

Although the assumed-modes method, in principle, is
applicable to general cases, the modes we assumed are re-
stricted to the eigenfunctions of a simply supported plate that
are simple enough for a practical calculation during optimi-
zation. The simply supported boundary conditions are

w~0,y!5w~Lp ,y!5
]2w

]x2 ~0,y!5
]2w

]x2 ~Lp ,y!50,

0<y<Wp , ~62!

w~x,0!5w~x,Wp!5
]2w

]y2 ~x,0!5
]2w

]y2 ~x,Wp!50,

0<x<Lp . ~63!

The associated eigenfunctions are

fmn~x,y!5
2

ALpWp

sin
mpx

Lp
sin

npy

Wp
. ~64!

The natural frequencies are

vmn5AD

rp
p2S m2

Lc
2 1

n2

Wc
2D . ~65!

Suppose that onlyM most significant modes are retained in
the series expansion. AM3M transformation matrixF can
be constructed by dividing the panel intoM grid points:
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N1
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] � ]
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Wp
¯

1
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Lp
sin

nMpyM

Wp

G , ~66!

whereNi is the norm of thei th column. Hence, the modal
radiation impedanceZ̃A is obtained using Eq.~31!. The
modal velocity vectorṽ is obtained by solving Eq.~33!. The
velocity in physical space is then obtained from Eq.~29!.

For radiators in a planar baffle, the propagation matrixE
can be written as8

E5 j
r0cskA

2p 3
e2 jkr 11

r 11

e2 jkr 12

r 12
¯

e2 jkr 1n

r 1n

e2 jkr 21

r 21

e2 jkr 22

r 22
¯

e2 jkr 2n

r 2n

] ] � ]

e2 jkr m1

r m1

e2 jkr m2

r m2
¯

e2 jkr mn

r mn

4 , ~67!

whereA is the area of each element andr mn is the distance
from the elementn to the field pointm. Using the matrixE,
we can calculate the farfield pressure,

pf5Ev, ~68!

wherev is the surface velocity vector on the panel.
The data of the PZT and the panel in our simulation are

shown in Table II. The dimensions of the panel are 45 mm
335 mm30.1 mm, which are close to those of a cellular
phone. Assume that the panel material is polycarbonate~PC!.
The size of the PZT is 15 mm330 mm30.1 mm. Using the
GA procedure with a population size 200, the optimal posi-
tion of the PZT on the PC panel was found to be at~10.0
mm, 14.6 mm!. The learning curve of the GA is shown in
Fig. 5. With approximately 100 iterations, the fitness func-

tion settles to 2.6310210. The computation time was nearly
4 hours for 300 iterations on a Pentium 4 personal computer.
The frequency responses for the optimal position and a non-
optimal position~15.0 mm, 10.0 mm! of the PZT, of the
on-axis sound pressure at a point 0.5 m away from the panel,
were calculated using the forgoing numerical model and
compared in Fig. 6. The configuration with the optimal PZT
position exhibits significantly better low-frequency response
and high-frequency gain as well.

V. EXPERIMENTAL INVESTIGATION

Experiments were undertaken to verify the proposed op-
timal designs of the piezoelectric panel radiators. Two kinds
of panel materials, the polycarbonate and the carbon fiber
composite material, are used in the experiment. The param-
eters of panel materials are listed in Table III. A PU foam and

TABLE II. The data of the PZT and the panel used in the simulation. The
dimensions of the panel are 45 mm335 mm30.1 mm.

Parameter Value

PC plate Size 0.045 m30.035 m30.00025 m
Density 1200 kg/m3

Young’s modulus 2.7 GPa
Poisson’s ratio 0.97

PZT Size 0.0015 m30.0030 m30.0001 m
b33

S 1.943108

h 28.13108 V/m
c11

D 11.7331010 N/m2

c12
D 7.7731010 N/m2

c66
D 1.9831010 N/m2
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FIG. 5. The learning curve of the GA. With approxi-
mately 100 iterations, the fitness function settles to 2.6
310210. The computation time was nearly 4 h for 300
iterations on a Pentium 4 personal computer.

FIG. 6. The simulated on-axis frequency responses for two positions of the
PZT, at a point 0.5 m away from the panel. The size of the panel is
45 mm335 mm30.25 mm. The size of the PZT is 15 mm330 mm
30.1 mm. The optimal position of the PZT is at~10.0 mm, 14.6 mm!. The
nonoptimal position of the PZT is at~15.0 mm, 10.0 mm!.

TABLE III. The parameters of the polycarbonate material and the carbon
fiber composite material.

Polycarbonate
~PC!

Carbon fiber composite
material

Density
~r, kg/m3!

1200 1546.37

Young’s modulus
~E, GPa!

2.7 E15147.564,E259.314

Poisson’s ratio
~n!

0.97 0.283

Shear modulus
~G, GPa!

0.42 5.702

TABLE IV. Configurations of piezoelectric radiators investigated in the experiment. Two kinds of suspensions,
a PU foam and a plastic tape, are tested.

No. of
panel

T size
~mm!

Panel size
~mm!

Material of
plate

Material of
BC PZT position

No. 1 1533030.1 4533530.25 PC PU foam
(t51 mm)

Nonoptimal:
~15.0 mm, 10.0 mm!

No. 2 1533030.1 4533530.25 PC PU foam
(t51 mm)

Optimal:
~10.0 mm, 14.6 mm!

No. 3 1533030.1 4533530.25 Carbon fiber
(0°32)

PU foam
(t51 mm)

Optimal:
~10.0 mm, 14.6 mm!

No. 4 1533030.1 4533530.25 Carbon fiber
(0°32)

Adhesive
tape

Optimal:
~10.0 mm, 14.6 mm!
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a plastic tape, representing a hard suspension and a soft sus-
pension, are tested. The suspensions are sealed all around the
boundary of the panels. With an appropriate combination of
these conditions, four configurations of piezoelectric radia-
tors were investigated in the experiment, as summarized in
Table IV. The implemented piezoelectric panel radiators are

schematically shown in Fig. 7. The panels were treated with
some damping. Figure 8 shows the photo of the radiator No.
2. All radiators were embedded in a baffle while testing. The
experimental arrangement is shown in Fig. 9. The perfor-
mance of the panel radiators are measured in an anechoic
room and summarized as follows.

FIG. 7. Illustrations of the piezoelectric radiators.~a!
Nos. 1, 2 and 3;~b! No. 4.

FIG. 8. Photo of the piezoelectric radiator No. 2.
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A. Frequency responses of farfield pressure

The on-axis pressure responses at 0.5 m from panel
speaker were measured. A random signal of 30 V rms, band-
limited to 12.8 kHz was used as the input. Figures 10–12
illustrate the performance of various designs. Figure 10
shows the effect of the PZT positions. The design using the
optimal position~No. 2! of the PZT produced a better low-

frequency response than that using a nonoptimal position
~No. 1!. In Fig. 11, the frequency responses of the panel
radiators, No. 2 and No. 3, are compared. The Young’s
modulus of the carbon fiber is close to the optimal value
obtained from GA. The sound pressure level of the carbon
fiber panel is higher than that produced by PC above 700 Hz,
which results in a ‘‘brighter’’ sound quality of the carbon
fiber radiator than the PC. In Fig. 12, we see the frequency
responses of panel radiator No. 3 and No. 4. From the result,

FIG. 9. The experimental arrangement for the perfor-
mance measurement of the piezoelectric panel radia-
tors. The measurement was conducted in an anechoic
room.

FIG. 10. The frequency responses of the panel radiators Nos. 1 and 2. The
effect of the PZT positions on the panel is investigated. The design using the
optimal position of the PZT produced a better low-frequency response than
that using a nonoptimal position.

FIG. 11. The frequency responses of the panel radiators, Nos. 2 and 3. The
effect of Young’s modulus is investigated. The Young’s modulus of the
carbon fiber is close to the optimal value obtained from GA. The sound
pressure level of the carbon fiber panel is higher than that produced by PC
above 700 Hz.
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the profound effect of the boundary condition is also evi-
denced. With the soft suspension, the low-frequency
response is enhanced at the expense of the high-frequency
output.

B. Sensitivity

Sound pressure level is measured on-axis at the distance
0.5 m from the radiator, under the free-field condition. The
input signal is the random noise of 30 V rms, bandlimited to
12.8 kHz, which amounts to the input electric power 0.018
W. The measured sensitivities of the No. 3 panel radiator is
76 dB. With this level of acoustic output, speech and music
are found to be quite intelligible, even at 1 m distance.

C. Efficiency

The efficiency is defined as the ratio of the radiated
acoustical power to the input electrical power. The input
electrical power is calculated as

Win'
1

2 (
i 51

N

uVu2
Re~Z!

uZu2 D f 5
1

2 (
i 51

N

Pnn ReS 1

ZDD f , ~69!

whereV andZ are the Fourier transforms of the input voltage
and the electrical impedance.Pnn is the power spectral den-
sity of the input voltage.

In this work, ISO 3745 was employed for measuring the
radiated sound power in the anechoic room.10 The measured
efficiency of the No. 3 radiator was 0.767%. In order to
appreciate this performance, a panel radiator using identical
configurations, except a voice-coil exciter is used, was tested
for comparison. The measured efficiency of the radiator
driven by the voice-coil exciter was 0.075%. This impressive
result indicates that the piezoelectric panel radiator is a very
efficient device, which is indeed an attractive feature for
many a power-saving applications.

D. Directional response

The directional response11 of the panel radiator was
measured by mounting the radiator on an automated turn-
table driven by a stepper motor. A 1/2 in. condenser micro-
phone is placed at the distance 0.5 m from the radiator to
measure the generated sound pressure under a free-field con-
dition. The panel radiator was rotated at angles from 0° to
180°, with 1° increments. Random noise of 30 V rms, band-
limited to 12.8 kHz, served as the input. The measured re-
sults of directional response are shown in Fig. 13. The results
indicate that the panel radiator has a relatively omnidirec-
tional response. However, the directional responses are not
symmetrical because the PZT is not mounted at the center
position.

FIG. 12. The frequency responses of the panel radiator Nos. 3 and 4. The
effect of the boundary condition is investigated. With a softer suspension,
the low-frequency response is enhanced at the expense of the high-
frequency output.

FIG. 13. Directional responses of the piezoelectric ra-
diators at 500, 1, 2 and 4 kHz. The thick line at the
center symbolizes the position of the panel.
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VI. CONCLUSIONS

A piezoelectric radiator has been proposed in this paper.
Although piezoelectrically driven radiators have been around
for some time, these devices mainly exist in the form of
narrow band acoustic radiators such as buzzers, sounders,
sirens, etc., where sound quality is generally not of major
concern. By contrast, this work developed an acoustic radia-
tor for a different aim: to meet quality loudspeaker require-
ments with regard to speech and music listening. The reason
why we used piezoelectricity as the driving mechanism lies
in our emphasis on the 3C applications, where space and
power consumption is critical.

Dynamic modeling of the system was carried out using
the energy method and the assumed-modes method. A more
elaborate approach than other study is exploited in modeling
the acoustic loading and the model is established as a fully
coupled system, which is important for a light structure con-
sidered here in the paper. Discretization is simplified by as-
suming a series expansion in energy terms, but not in partial
differential equations. The assumed-modes method is em-
ployed in the series expansion such that the ensuing optimi-
zation process can be carried out in an efficient and practical
way.

In this paper we seek to attain an optimal design of the
piezoelectric panel speaker, using a ‘‘synergetic’’ approach.
In particular, a nonconventional optimization algorithm, GA,
was employed in this paper to effectively tackle this noncon-
vex problem. The GA is a multiple starting point algorithm
and is not susceptible to the problem of local minima. Per-
formance and adequacy as a broadband loudspeaker of the
proposed device is thoroughly investigated. As confirmed by
the numerical and experimental results of various indices, the
piezoelectric radiator using the optimal configuration indeed
produced better performance than the nonoptimal ones. The
suspension, the material of the panel, and the mounting po-
sitions of PZT are important factors that may contribute to
the performance of the radiators. The optimal combination
of these parameters can be jointly considered in the GA
procedure.

From the experimental investigation, the piezoelectric
radiators produced quite impressive efficiency~approxi-
mately 10:1! over the panel speakers driven by voice-coil
exciters. Furthermore, the thickness of present design of the
piezoelectric radiator is 0.35 mm, which is significantly less
than the 2.4 mm of the voice-coil panel speaker. In compari-
son with other conventional means, the piezoelectric radia-
tors are found promising in meeting the increasingly strin-
gent requirements of 3C products.

ACKNOWLEDGMENTS

Thanks are due to the illuminating discussions with
NXT, New Transducers Ltd., UK. The work was supported
by the National Science Council (NSC)in Taiwan, under
Project No. NSC 89-2212-E009-057. Special thanks also go
to Dr. Meng-Shiun Tsai in Chong-Cheng University for his
helpful suggestions on derivations of piezoelectric plates.

1M. R. Bai and T. Huang, ‘‘Development of panel loudspeaker system:
Design, evaluation and enhancement,’’ J. Acoust. Soc. Am.109, 2751–
2761 ~2001!.

2H. Azima, ‘‘NXT up against wall,’’ Audio Magazine 34–41~Sept., 1998!.
3J. G. Smits, S. I. Dalke, and T. K. Cooney, ‘‘The constituent equations of
piezoelectric bimorphs,’’ Sens. Actuators28, 41–61~1991!.

4J. W. Waanders,Piezoelectric ceramics—Properties and Applications
~Philips Components Eindhoven, The Netherlands, 1991!.

5H. L. Langhaar,Energy Methods in Applied Mechanics~Wiley, New York,
1962!.

6H. F. Tiersten,Linear Piezoelectric Plate Vibration~Plenum, New York,
1969!.

7L. Meirovitch, Elements of Vibration Analysis~McGraw-Hill, New York,
1986!.

8A. P. Berkhoff, ‘‘Sensor scheme design for active structural acoustic con-
trol,’’ J. Acoust. Soc. Am.108, 1037–1045~2000!.

9J. H. Holland, ‘‘Outline for a logical theory of adaptive system,’’ J. Assoc.
Comput. Mach.3, 297–314~1962!.

10ISO 3745, ‘‘Acoustics—Determination of sound power levels of noise
sources—Precision methods for anechoic and semi-anechoic rooms,’’
1977.

11L. L. Beranek,Acoustics~McGraw-Hill, New York, 1986!.

3208 J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 M. R. Bai and C. Huang: Genetic algorithm optimization of piezoelectric radiators



Experimental and numerical investigations of axisymmetric
wave propagation in cylindrical pipe filled with fluid

Haitao Pan,a) Kiyoshi Koyano, and Yoshiko Usui
IZUMI Engineering Laboratory Co., Ltd., Yokohama Kanazawa High-Tech Center, Teno-Core 3F,
1-1-1 Fukuura, Kanazawa-ku, Yokohama 236-0004, Japan

~Received 16 November 2001; revised 24 January 2003; accepted 24 February 2003!

Acoustic wave propagation in fluid-filled cylindrical pipe with arbitrary thickness is investigated
numerically and experimentally. The vibrational properties of the coupled fluid-pipe system are
evaluated by a layerwise approach, which is similar to the finite-strip method. In this approach, the
thick cylindrical wall is divided into a number of thin cylindrical layers in the thickness direction.
The displacements in the thickness direction for each layer are approximated by linear-shape
functions. The governing equation is obtained by using an energy minimization principle. The
dispersion curves, distribution of vibrational energy between pipe wall and contained fluid, and
displacement fields are examined. The dependence of the dispersion curves on wall thickness is
discussed. Two PZT ring transducers adhered to the outer surface of pipe are used as source and
receiver, respectively. The propagating waves generated by burst signals are measured. To localize
transient signal both in time and frequency domains, the discrete wavelet transform is applied to
decomposing the receiving signal into several components. Each component is limited to a narrower
bandwidth. Therefore the frequency-dependent group velocity is estimated. The experimental and
numerical results are compared. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1570432#

PACS numbers: 43.40.At, 43.40.Ey, 43.60.Gk@JHG#

I. INTRODUCTION

The vibration of fluid-filled cylindrical pipe is a practical
problem widely existing in various fields. There are many
demands on the reduction of noise generated from pipe sys-
tem, measurement of flow rate of internal flow, design of
submersible vehicles, and signal transmission among pipe
network. When the elastic pipe wall and filled fluid are
acoustically coupled, the resulting wave propagation of mul-
tiple modes and branches is complex and varies greatly on
physical parameters of the system and frequency as well.
Consequently, the analysis on the wave behavior and the
experimental study are required.

There has been much theoretical research on the vibra-
tion of fluid-filled cylindrical pipe by solving wave equations
and boundary conditions approximately under some assump-
tions, mostly on thin-shell theory where the transverse stress
and strain components are ignored. Lin and Morgan1 studied
the axisymmetric waves through fluid contained in an elastic
thin cylindrical shell. Kumar2 examined the axisymmetric
wave propagation in a fluid-filled cylinder of arbitrary thick-
ness, neglecting high-order terms in a power series expan-
sion in thickness-radius ratio. Fulleret al.3–5 have investi-
gated thin-walled motion of axisymmetric and
nonaxisymmetric vibration in terms of Donnel–Mushtari
shell equations, where dispersion curves, energy
distribution,3 input mobility,4 and internal flow’s effect5 have
been discussed. The forced vibration in thin pipe has been
studied furthermore by Xu and Zhang.6

For thick-wall pipe, numerical analysis based on the

three-dimensional theory of elasticity is validated to account
for all the transverse stress and strain components, which
cannot be neglected in thick-wall pipe and high frequency.
Several approaches have attempted to solve this problem,
such as the Rayleigh–Ritz method,7,8 finite layer or finite
strip method,9,10 and the perturbation method.11

The purpose of the present paper is to examine the wave
behaviors in fluid-filled pipe without limitations on wall
thickness and frequency. A layerwise approach proposed by
Toy and Lam,10 similar to the finite strip method,9 is em-
ployed to study the vibration of infinitely fluid-filled cylin-
drical pipe. In this approach, the cylindrical wall is dis-
cretized into a number of thin layers in thickness direction.
For each layer, the displacements in thickness direction are
approximated by linear-shape functions. Using an energy
minimization principle, the characteristic eigenvalue equa-
tion can be obtained and solved~Sec. II!. Consequently, the
dispersion curves and energy distribution between contained
fluid and pipe wall are given in Sec. IV. The behavior of
individual branches and its dependence on wall thickness are
discussed.

On the other hand, the experimental investigations on
the acoustic wave propagating in pipe have usually been lim-
ited to thin-walled pipe and low frequency~below several
kilohertz!. Seybert12 used a two-sensor method to measure
sound intensity and acoustic impedance in ducts. Kim and
Kim13 measured flow rate in pipe using three accelerometers
on the surface of pipe. Hasegawa14 examined experimentally
the propagating velocity and sound absorption in a water-
filled silicone rubber tube. The measurement of pipe vibra-
tion in high-frequency domain is scarce. The measuring
waves with wide frequency band and the appearance of mul-a!Electronic mail: ednaxken@ms37.hinet.net
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tiple branches at high frequency make the receiving signals
complicated.

The propagating waves through a thick-walled, water-
filled PFA pipe at high frequency~50–700 kHz! are mea-
sured with two PZT ring transducers adhered to the external
surface of the PFA pipe~Sec. III!. The source transducer is
excited by a burst signal with a certain bandwidth. To local-
ize transient signal both in time and frequency domains, the
discrete wavelet transform15 is applied to decomposing the
receiving signal into several components~Sec. V!. Each
component associates to a subband in frequency domain as
the filtering response. Therefore the frequency-dependent
group velocity would be approximately estimated. The ex-
perimental and the numerical results are compared and dis-
cussed. The conclusions are drawn in Sec. VI.

II. LAYERWISE FORMULATION

A. Equations of cylinder’s motion

Consider an infinitely long cylindrical pipe shown in
Fig. 1, which has a uniform thicknessH and mean radiusR.
In the layerwise approach,10 the cylindrical wall is divided
into several number of thin cylindrical layers in thickness
direction. For thejth layer, the displacements (uj ,v j ,wj ) of a
simple harmonic motion in the (x,u,r ) directions, respec-
tively, can be written as

uj~x,r ,u,t !5Ru
j ~r !cos~nu!ej ~vt2kx1p/2!,

v j~x,r ,u,t !5Rv
j ~r !sin~nu!ej ~vt2kx!, ~1!

wj~x,r ,u,t !5Rw
j ~r !cos~nu!ej ~vt2kx!,

where n is the circumferential mode;k5v/c is the wave
number;c is the propagating velocity in the coupled system.
The present study has focused on the axisymmetric vibration,
hence, onlyn50 is taken into consideration here. The vari-
able functions in the thickness direction are assumed as the
linear functions

Ru
j ~r !5au@ j #1bu@ j 11#,

Rv
j ~r !5av@ j #1bn@ j 11#,

~2!
Rw

j ~r !5aw@ j #1bw@ j 11#,

b5~r 2r j !/hj , a512b,

wherehj is the thickness of thejth layer; r j is the nearest
radial distance of thejth layer; (u@ j #,v@ j #,w@ j #) are the gen-
eralized parametric coordinates.

Accordingly, omitting the harmonic termej (vt2kx), the
displacement field (uj ,v j ,wj ) in the jth layer can be ex-
pressed in a matrix form

u5N"d, ~3!

where

uT5$ujv jwj%,
~4!

dT5$u@ j #v@ j #w@ j #u@ j 11#v@ j 11#w@ j 11#%,

N5@N1N2#, ~5!

N15F a cos~nu!ej ~p/2! 0 0

0 a sin~nu! 0

0 0 a cos~nu!
G , ~6!

N25F b cos~nu!ej ~p/2! 0 0

0 b sin~nu! 0

0 0 b cos~nu!
G . ~7!

For thejth layer, the stress–strain relation is given by

s5@C#e, ~8!

sT5$sxsus rturtxrtxu%,
~9!

eT5$exeue rgurgxrgxu%,

where@C# is the elastic coefficients matrix.
The elasticity strain-displacement relations are

e5D"u, ~10!

D53
2 jk 0 0

0
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Rj
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]u

1

Rj

0 0
]

]r

0
]

]r
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1

Rj

1

Rj

]

]u

]

]r
0 2 jk

1

Rj

]

]u
2 jk 0

4 , ~11!

whereRj is the mean radius of thejth layer;2 jk5]/]x.
Substitute Eq.~3! into Eq. ~10!,

e5Bd, ~12!

B5D"N. ~13!

The kinetics energyTj and potential energyVj for the
jth layer are

Tj5
1

2 E E r j@~ u̇ j !21~ ṅ j !21~ẇj !2#Rjdu dr, ~14!

FIG. 1. Geometry of a cylindrical wall with mean radiusR and thicknessH.
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Vj5
1

2 E E ~sTe!Rjdu dr, ~15!

where u̇ j , ṅ j , ẇj are the time derivatives ofuj , n j , wj ,
respectively.

Using Eqs.~3!, ~8!, and~12!, Tj andVj can be expressed
in a matrix form as

Tj5
1
2 ḋTM j ḋ, ~16!

Vj5
1
2 dT"K j "d, ~17!

where

M j5E E ~r jN
T"N!Rjdu dr, ~18!

K j5E E ~BTCB!Rjdu dr . ~19!

Consequently, the kinetic energyT and potential energy
V in the whole cylinder can be expressed as

T5 1
2ḋ0

TM ḋ0 , ~20!

V5 1
2d0

TKd0 , ~21!

d0
T5$u@0#n@0#w@0#u@1#n@1#w@1#...u@N#n@N#w@N#%,

~22!

whered0 is the set of generalized coordinates andN is the
divided number of the cylinder.

B. Free vibration of the coupled system

Applying the boundary condition3 of the contained fluid
at the pipe wall (r 5a, a: inner radius of the pipe!, the free
vibration3,10 of the coupled system can be presented as

$K2v2M %d02r fv
2J0~kra!/J08~kra!w050, ~23!

where

kr
25v2S 1

cf
2
2

1

c2D ;

cf and r f are, respectively, the sound speed and density of
the fluid; J0 , J1 are Bessel functions.

C. Power flow distribution

Acoustic power flux density3,6 of the jth layer in the
axial direction is given by

I x
j 52~sx

j @ u̇ j #* 1txu
j @ v̇ j #* 1txr

j @ẇj #* !, ~24!

where the superscript asterisk means conjugate.
The total time-average power flow of the whole cylinder

wall is

Pc5
1

2
RealF (

j 50

N21 E E I x
j Rjdu drG . ~25!

The total axial power flow over the cross-sectional area
of the contained fluid is

Pf5
1

2
RealS E E pvx* rdu dr D , ~26!

where the axial particle velocity isvx521/( j r fv)]p/]x.
The ratio of power flow between the fluid and cylinder

wall is provided by

Er5Pf /Pc . ~27!

III. MEASUREMENT CONDITIONS

As shown in Fig. 2, two PZT ring transducers (f7 mm
3f5 mm32 mmH) which acted as source and receiver, re-
spectively, were adhered to a PFA tube~f4 mm3f2 mm!
contained with water. The distance between two transducers
was 110 mm. The source transducer was driven by four-cycle
burst signal. Transients will cause other frequencies to be
generated, which propagate at different velocities due to the
dispersion. However, the duration of burst signal cannot be
chosen too long. It will make the fast arrival waves overlap
with the slower waves, and then, it becomes difficult to sepa-
rate the received signal into individual dispersion branch.
Since the source PZT transducer was excited axisymmetri-
cally, the propagating waves in the coupled system were lim-
ited to the circumferential modesn50, meanwhile the cir-
cumferential displacement in pipe is:n(x,r ,u,t)50.

The material properties of the PFA tube are as follows:
Young’s modulus: E58.753108 N/m2, Poisson ratio:n
50.45, Density:r52.23103 kg/m3.

The extensional and transverse speed of PFA arece

5@E/r(12n2)#1/25706 m/s and ct5AE/2r(11n)
5370 m/s, respectively. The sound speed in water is 1500
m/s and its density is 1000 kg/m3.

IV. NUMERICAL RESULTS AND DISCUSSIONS

The dispersion curves of the above-mentioned water-
filled PFA pipe are shown in Fig. 3, which are branches of
the frequency-dependent phase velocity expressed in dimen-
sionless form. The acoustic power distributions between the
contained fluid and PFA pipe are presented in Fig. 4. To
understand the motion of the pipe wall, the normalized dis-
placementsu and w of the s51 and 2 branches, at 2, 120,
300, and 500 kHz, respectively, are displayed in Fig. 5.

At low frequency (ka,1), thes51 branch corresponds
to the Rayleigh wave velocity while the acoustic energy of
the coupling system propagates mainly in the contained fluid.
The s52 branch is close to the velocityCk of the

FIG. 2. Measurement of acoustic waves in a water-filled PFA pipe.
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Korteweg–Lamb correction,16 which expresses a parallel
combination of the compressibility of the contained fluid and
pipe wall. Here,

Ck5cf@112ar fcf
2/~Hrsce

2!#21/25664 m/s

is nearly the same value withcs525665.5 m/s (ka'0) ob-
tained from Eq.~23!. The majority of the acoustic energy
(s52) distributes in the pipe wall as shown in Fig. 4.

When the frequency is increased, thes51 branch rap-
idly changes to a wall-type wave. The radial displacementw
becomes larger than the axial displacementu, as shown in
Fig. 5. The higher the frequency, the acoustic energy be-
comes more concentrated at the inner surface of pipe wall.
The s52 branch also turns into a Rayleigh wave at high
frequency, however,u and w motions are concentrated at
both the inner and outer surfaces of wall.

At higher frequency (ka.1), two types of waves ap-
pear. The first type is associated with thein vacuocylinder
modes, which has infinite phase velocity as the axial compo-
nent of the wave number goes to zero. The second type cor-
responds to the fluid wave in a mass-controlled cylinder
wall,16 which can be approximated by the phase velocity:

Cm /cf5@122r f /~rkf
2Ha!#21/2, kf5v/cf .

Cm is given in Fig. 3 for comparison with the fluid-type
waves fors>3. These fluid-type waves couple largely with
the wall motion, which can be seen clearly from their power
distribution in Fig. 4. The corresponding phase velocities are
closed toCm . While one branch enters a fluid-wave plateau,
the previous one leaves and converts to an extensional wall
wave, and then changes to a Rayleigh wave at higher fre-
quency.

For water-filled PFA pipes with moderate thickness~f3
mm3f2 mm! and thin thickness~f2.1 mm3f2 mm!, the
dispersion curves are shown in Figs. 6~a! and ~b!, respec-
tively, in order to illustrate the dependence of the vibration
behavior on wall thickness. The reduction in wall thickness
decreases stiffness of the wall structure. As a result, at low
frequency, the branchs51 has slower velocity in the
coupled system with thinner wall. If a further decrease in
wall thicknessH makesH/R'0, the branchs51 would
disappear as in a pressure-release wall. The branchs52 be-
haves as an extensional wall wave at higher frequency for
thinner wall. In other words, as long as the thin wall assump-
tion is available, the branchs52 can be regarded as an ex-
tensional wall wave. Fuller3 has expressed that the branch
s52 remains purely extensional throughout the frequency
range in a thin-walled rubber-water tube. All higher branches
(s>3) appear at higher frequencies in the coupled system
with thinner wall.

V. TIME-FREQUENCY DECOMPOSITION

As a four-cycle burst signal was used to excite the
source transducer, the acoustic waves transmitting in the
coupled system distribute over a wide frequency range. Fig-
ure 7~a! is the received signal at the driving frequency 120

FIG. 3. Dispersion curves for a water-filled PFA pipe of thickness-radius
ratio H/R50.67, inner radiusa51 mm.

FIG. 4. Energy distribution between the contained fluid and pipe wall;
H/R50.67, inner radiusa51 mm.

FIG. 5. Distribution of displacements in pipe wall ofs51,2; u (—);
w (¯).
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kHz. To estimate the propagating velocities at a certain fre-
quency, it needs to localize the receiving signals both in time
and frequency simultaneously with a good resolution. The
wavelet transform15,17was adopted to decompose the receiv-
ing signal into several level components. Each component
can be considered as the filtering response within a sub nar-
rower band. Daubechies D4 wavelet15,18 of a sixth-level de-
composition was applied to analyzing the original signal
@Fig. 7~a!#. The resulting main components are shown in
Figs. 7~b!, ~c!, and~d!, which are the approximation coeffi-
cient ~A6!, level 6 ~D6!, and level 5~D5! detail coefficients,
respectively. Lower level~1–4! detail coefficients are mostly
noisy components at high frequency with smaller values, and
hence are omitted here. Accordingly, the receiving signal can
be regarded approximately as the sum of A6, D6, and D5.

A6 is a lower-frequency component which arrives ear-
lier in time. D5 relates to a higher-frequency wave. Since D6
can be expressed as

D6'Original signal2A62D5,

D6 will be considered generally as the component located at
the central frequency 120 kHz, by removing the lower and
higher frequency components from the original signal.
Therefore, at 120 kHz, the propagating velocities of the first

(s52) and second (s51) arrival waves can be predicted
from the arriving time of D6 signal.

Using the above-mentioned approach, the measured ve-
locities at several driving frequencies are evaluated and plot-
ted in Fig. 8. For comparison with the numerical values, the
group velocitiesvg (vg5(d(v/vp)/dw)21) calculated from
the phase velocityvp in Fig. 3 are presented in Fig. 8 as well.
At 150 kHz, since the second-arrival wave overlapped with
the first wave, the prediction of corresponding velocity
(s52) failed. At high frequency (f .370 kHz), since the
‘‘acoustically’’ slower waves were too small to be verified,
the velocities of the first arrival wave alone could be esti-
mated. The experimental and numerical values generally co-
incide well, with 4.3% average error. Although the received
waves were analyzed by the discrete wavelet transform, the

FIG. 6. Dispersion curves for water-filled PFA pipes with:~a! moderate
thicknessH/R50.4; ~b! thin thicknessH/R50.05; inner radiusa51 mm.

FIG. 7. Wave decomposition of the receiving waves at 120 kHz.~a! Original
signal,~b! A6, ~c! D6, ~d! D5.

FIG. 8. Dispersed group velocity of a water-filled PFA pipe; cal~—!; exp
~d!; vmg is the group velocity ofCm .
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extracted component still distributes at a narrower bandwidth
and the resulting velocity might be the larger one within this
bandwidth.

VI. CONCLUSIONS

The acoustic wave propagation in cylindrical pipe filled
with fluid has been examined numerically and experimen-
tally. The dispersion curves, the energy distribution between
the contained fluid and pipe wall, and the distribution of wall
motion, have been evaluated by the layerwise approach. The
behavior of individual branches for the breathing mode is
found to depend greatly on the motion of pipe wall. The
acoustic waves in the coupled system generated by burst sig-
nals have been measured. To localize transient signal both in
time and frequency, the discrete wavelet transform has been
applied as decomposition filters to extracting the propagating
signal at the driving frequency. Therefore the frequency-
dependent group velocity can be estimated from the arrival
time of the extracted component. The experimental and nu-
merical results of the dispersed group velocities have a good
agreement.
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On low frequency sound transmission loss of double
sidebranches: A comparison between theory and experiment
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The sound power transmission losses of various sidebranches installed along a rectangular duct
below the first cut-off frequency of the duct are studied experimentally. Special efforts are made to
examine how accurately the plane-wave theory predicts the sound-power transmission loss. Four
types of sidebranch impedance are established and their effects to the sound power transmission loss
discussed. It is found that under the nonresonant conditions the plane-wave theory can give
reasonable prediction when the branch separation is large or the original sound transmission loss of
the corresponding single side-branch is weak. The theory always overestimates the sound
transmission loss at resonant conditions but gives underestimation if the transmission loss is due to
the noise breakout in the sidebranches, especially for short branch separation. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1568757#

PACS numbers: 43.50.Gf, 43.20.Mv@DKW#

I. INTRODUCTION

Sound propagation inside an air duct and its attenuation
is one of the most important issues in building noise control.
The problem is more serious at low frequencies because of
the poor performance of the dissipative silencer in this fre-
quency range.1 The low frequency sound attenuation perfor-
mance of various duct elements has been investigated exten-
sively during the past few decades. They include the
expansion chambers and mufflers,2 the Helmholtz
resonators,3 and different forms of waveguides~for instance,
Ref. 4!. Formulas for the prediction of low frequency sound
transmission loss of some of these conventional passive duct
elements are currently available for engineering design
purposes.5 The use of active control for low frequency at-
tenuation in ducts is also possible nowadays.6

When engineers calculate the required sound attenuation
for a particular air distribution path in a duct system, the
transmission losses produced by all the duct elements in-
volved have to be taken into account. Sidebranches, except
those specifically installed as a reactive silencer~such as the
Helmholtz resonator or simply a cavity7!, are indispensable
as they are important for conveying fresh air from the main
air supply duct into different parts in the interior of a build-
ing. Similar branches can also be found in the air exhaust
system. Though these sidebranches are not designed to pro-
vide sound attenuation, they do have contributions in the
noise control as they produce a change in the acoustic im-
pedance along a duct.8 The termination of a sidebranch, its
length, and its area relative to that of the main duct cross
section affect the overall sound power transmission loss
across the branch. For a double sidebranch configuration, the
coupling between the two sidebranches and the air mass in

between the branches inside the main duct have crucial ef-
fects on the overall sound power transmission loss. Optimal
design for sound attenuation therefore requires a better
knowledge of the acoustical effects associated with branch-
ing.

Since it is the low frequency noise that is of concern, the
one-dimensional wave theory has been applied to predict the
sound power transmission loss, TL, due to sidebranches~for
instance, Reynolds9!. For an infinitely long sidebranch, this
approach suggests that the corresponding TL depends solely
on the cross-sectional area ratio between the sidebranch and
the main duct.9 For a double sidebranch, the current engi-
neering practice usually ignores the contribution of the air
mass inside the main duct bounded by the two sidebranches,5

though it is included in the theoretical consideration.9 De-
spite the importance of the acoustical behaviors of multiple
sidebranches on sound propagation inside a duct, a detailed
comparison between the predictions from plane-wave theory
and experimental results, at least to the knowledge of the
authors, is not well documented.

In the present investigation, the experimentally deter-
mined sound power transmission loss resulting from double
sidebranches is compared with that predicted from the plane-
wave theory in detail. The impedance of each sidebranch is
estimated from the corresponding complex sound pressure
ratios using the plane-wave theory. Different characteristics
of the sidebranch impedance are included and their effects
discussed. It is hoped that the present results can clarify the
extent to which the plane-wave theory can be used to predict
the sound power transmission losses of the double side-
branches and provide useful information for building noise
control and further modeling.

II. THE EXPERIMENTAL SETUP

Figure 1 illustrates the schematic of the experimental set
rig assembly for the present study. The main duct was made
of 12.7-mm-thick Perspex and had a rectangular cross sec-

a!Author to whom correspondence should be addressed; electronic mail:
besktang@polyu.edu.hk

b!Currently at Wo Hing Engineering Limited, 4/F, Telford House, 16 Wang
Hoi Road, Kowloon Bay, Hong Kong, China.
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tion of dimension 173 mm by 150 mm giving a first cut-off
frequency,f c , of 991 Hz, which was also the highest fre-
quency concerned in the present study. A loudspeaker was
mounted at one end of the main duct, while the other end
was fitted to an anechoic termination. Owing to the size of
the loudspeaker, sound of frequency lower than 100 Hz
could not be effectively generated. The sound power reflec-
tion coefficient, measured by the two microphone method
~discussed later!, associated with the anechoic termination
shows that this termination basically absorbed 98% of the
incident sound energy for frequency at around 180 Hz
( f / f c50.18, Fig. 2!. In fact, for f / f c.0.22, the sound power
reflection coefficient was less than 0.6%, indicating an
anechoic condition was established.

The sidebranches had a cross section of 163 mm by 150
mm. They were made of 5.8 mm Perspex and each of their
open ends contained a small flange. Branch lengthl could be
varied and the ends of the sidebranches were either left
opened or fitted with anechoic terminations. This was to vary
the acoustic impedance of the sidebranch and will be dis-
cussed later. The small thickness of the sidebranch allowed a
possible noise breakout, which is due to the vibration of the

duct walls, somewhere around 450 Hz (f / f c;0.45)—a fea-
ture specifically introduced for the present investigation to
complicate the acoustic impedance of the sidebranches. The
exact noise breakout frequency depends on the branch length
as well as on the structure of the branch. However, this phe-
nomenon was only important when the branch length was
sufficiently long. This will be discussed later. The corre-
sponding noise breakout frequency of the main duct was
higher than 1 kHz. One sidebranch was removed during the
measurements of single side-branch impedances and the cor-
responding sound power transmission losses.

Sound pressure fluctuations were measured by four
Brüel & Kj ,r 4935 1

4 in. microphones with the appropriate
signal conditioners. One microphone pair was located on
each side of the duct branching and the microphones in each
pair were separated by a distance of 20 mm. The locations of
measurements were more than two duct widths from the en-
trance or exit of the branching in order to allow for the decay
of all the nonplanar modes.10 These positions were also more
than 0.5 m from the loudspeaker or the anechoic termination.
In a preliminary trial test, sound pressure spectra at various
points along the centerlines of the main duct cross section
were measured by a probe microphone. The variation of
spectral densities from 180 to 991 Hz was less than 0.6 dB,
confirming that only plane waves were propagating along the
main duct within the experimental frequency range. The
sound pressure fluctuations from the microphones were si-
multaneously recorded onto tapes using a SONY PC208Ax
digital recorded for later analyses. Sampling rate per channel
was 24 kHz and each recording lasted for 30 s.

The experimental investigation was carried out in a large
laboratory with a height of around 12 m and a floor area
roughly over 100 m2. There were plenty of scattering objects
and the sound absorption was good. The acoustical interac-
tion between the laboratory and the test rig should be insig-
nificant. The laboratory was air-conditioned with air tem-
perature and relative humidity maintained at 23 °C and 60%,
respectively.

FIG. 1. Schematic diagram for the ex-
periment~not drawn to scale and num-
bers represent microphones!.

FIG. 2. Sound power reflection coefficients in main duct with anechoic
termination.
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III. SOUND TRANSMISSION LOSS AND ACOUSTIC
IMPEDANCE MEASUREMENTS

The two-microphone transfer function method was em-
ployed to calculate the sound transmission loss and the im-
pedance of a single sidebranch. Since the gain and phase
responses of the microphones are in general not identical, the
sensor-switching technique was used. Though main details of
this method for measuring complex sound reflection coeffi-
cient can be found in Chung and Blaser,11 a brief account of
it is given in the following for completeness and also as a
reference for later derivation of the acoustic impedance mea-
surement and the sound power transmission loss.

The subscripts 1, 2, 3, and 4 denote hereinafter quanti-
ties related to microphones 1, 2, 3 and 4, respectively. During
each measurement, four complex pressure signals,pi , can be
obtained:

p1~ I ue2 jkx11Ruejkx1!ej vt,

p25~ I ue2 jk~x11Dx!1Ruejk~x11Dx!!ej vtJ2ej f2,
~1!

p35~ I de2 jkx31Rdejkx3!ej vtJ3ej f3,

p45~ I de2 jk~x31Dx!1Rdejk~x31Dx!!ej vtJ4ej f4,

whereI andR represent the complex magnitudes of the for-
ward and backward waves, respectively, and the subscriptsu
andd denote locations upstream and downstream of the duct
branching respectively. The separationDx is 20 mm.Ji and
f i represent the gain and phase response of microphonei
relative to those of microphone 1 respectively. Basically,Rd

is very weak (uRd /I du→0) in the present study due to the
strong absorption anechoic termination, but it is included
here for the sake of completeness. After swapping sensor 1
with sensor 2, and sensor 3 with sensor 4, one obtains an-
other set of recording,pi8 , where

p185~ I ue2 jk~x11Dr !1Ruejk~x11Dx!!ej ~vt1u!,

p285~ I ue2 jkx11Ruejkx1!ej ~vt1u!J2ej f2,
~2!

p385~ I de2 jk~x31Dx!1Rdejk~x31Dx!!ej ~vt1u!J3ej f2,

p485~ I de2 jkx31Rdejkx3!ej ~vt1u!J4ej f4,

where u denotes an unknown but constant phase shift be-
tween signals in Eqs.~1! and ~2!. By rearranging terms in
Eqs. ~1! and ~2!, the complex reflection coefficients can be
expressed as

Ru

I u
52

AH218 H122e2 jkDx

AH218 H122ejkDx
e22 jkx1,

~3!

Rd

I d
52

AH438 H342e2jkDx

AH438 H342ejkDx
e22 jkx3,

whereH12 denotes the complex transfer function betweenp1

andp2 and so on. Therefore,

p15I ue2 jkx1S 12
AH218 H122e2 jkDx

AH218 H122ejkDx D ,

~4!

p35I de2 jkx3S 12
AH438 H342e2 jkDx

AH438 H342ejkDx D J3 ,

so that the complex sound transmission coefficient for the
main duct is

I d

I u
5ejk~x32x1!S 12

AH438 H342e2 jkDx

AH438 H342ejkDx D Y
FH31J3S 12

AH218 H122e2 jkDx

AH218 H122ejkDr D G , ~5!

whereH31 is the transfer function betweenp3 and p1 (H31

5p1 /p3). J3 can be obtained by standard microphone cali-
bration. The sound power transmission loss, TL, is thus

TL520 lgUI u

I d
U520 lgUH31J3S 12

AH218 H122e2 jkDx

AH218 H122ejkDx D Y
S 12

AH438 H342e2 jkDx

AH438 H342ejkDx D U . ~6!

For a single sidebranch with an acoustic impedanceZb ,
the plane-wave theory suggests that the complex sound
power transmission ratio3

I d

I u
5

Zb

0.5Zd1Zb
⇒ Zb

Zd
5F2S I u

I d
21D G21

, ~7!

whereZd is the acoustic impedance of the main duct, which
equalsrc/S ~c is the speed of sound,r the air density, andS
the cross-sectional area of the main duct!. TL of the double
sidebranching formed by coupling two sidebranches of im-
pedanceZb separated by a distanceL is

TL520 lgUS 11
Zd

2Zb
D 2

2S Zd

2Zb
D 2

e22 jkLU. ~8!

Equation~7! was used to calculate the experimental acoustic
impedance of a single sidebranch from the complex sound
pressure ratio obtained using Eq.~5!. Predictions from Eq.
~8! were then compared with the experimental results asso-
ciated with the double sidebranching arrangements.

IV. RESULTS AND DISCUSSIONS

This section summarizes the acoustic impedances of the
sidebranches involved and compares the TL of the double
sidebranch arrangements with the plane-wave theory predic-
tions. All length scales are normalized by the width of the
main duct,w, and frequencies by the first cut-off frequency
f c (w5173 mm, f c5991 Hz). The acoustic impedances are
normalized by that of the main duct, assuming infinitely long
(Zd).

A. Acoustic impedance of single sidebranches

Since the anechoic terminations in the present study ab-
sorbed more than 99% of the incident sound energy in the
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frequency range concerned, they were used to simulate the
effect of an infinitely long sidebranch. The magnitude of the
acoustic impedance of the sidebranch increases with fre-
quency, even its outlet was fitted with an anechoic termina-
tion as shown in Fig. 3~the case without the anechoic termi-
nation will be discussed later!. The physical dimension of the
branch results in sound diffraction from the main duct into
the sidebranch. Such diffraction is less effective at higher
frequency,12 resulting in lower TL as frequency increases
@Fig. 4~a!#. It can also be observed from Fig. 4~a! that the
length of the sidebranch does not have very significant effect
on the acoustic properties of the sidebranch in the presence
of the anechoic termination, except for the case where the
length is so long that the noise breakout becomes a bit sig-
nificant. One can notice from Fig. 4~a! that this effect is still
very limited with a branch length ofl /w,4.

The branch lengthl has significant effects on the acous-
tical properties and thus the TL of the sidebranch in the
absence of the anechoic termination, as shown in Fig. 4~b!,
mainly because the branch resonance resulted from open-end
reflection. The sharpness, and thus the strength, of the reso-
nance becomes distinct forl /w.2. It is believed that for
shortl, the nonplanar acoustic modes scattered at the branch-
duct junction will affect the longitudinal resonance in the
branch. It should be noted that the resonance frequency is not
necessarily the frequency of peak TL. One can notice from
Eq. ~8! that these frequencies coincide only when the mag-
nitude of Zb is much smaller than that of the main duct,
which is the case of strong resonance. It is noted from Fig.
5~a!, which shows the impedance of the first sidebranch with
l /w55.23 (l 5905 mm), that two types of resonance occur
~reactance vanishes or small!. One of them results in weak
Zb , while the other is accomplished with high resistance
magnitude. Only the former can produce a high TL as shown
in Fig. 4~b!. The frequencies of relatively weakZb are ap-
proximately f / f c50.16 ~not shown here!, 0.32, 0.50, 0.67,
and 0.81; those of high resistance being 0.25, 0.42, 0.60,
0.77, and 0.88. One can easily observe that the former and
latter frequency series coincide closely with those for reso-

nance along a ‘‘both-ends-opened’’ and a ‘‘one-end-closed-
one-end-opened’’ tube with length of;1.06 m. The present
cross section of the sidebranch was 163 mm by 150 mm,
giving an equivalent radius of 88.2 mm. The length correc-
tion for open-end reflection, according to existing theory,2,3

is 8/3p388.2 mm, which equals;75 mm. Total branch
length correction is therefore;150 mm and the effective
branch length for longitudinal resonance is around 905 mm
1150 mm51.055 m, confirming the occurrence of the
above-stated resonance. However, one should note that the
junction between the branch and the main duct is not four-
side flanged, which would be expected to further increase the
length correction somewhat if one follows the increase in
end correction from the unflanged to the flanged condition.3

The high resistance peaks found under the ‘‘one-end-
closed-one-end-opened’’ resonance are therefore due to high
pressure buildup in the duct-branch junction. The weak im-
pedance at resonance under the ‘‘both-ends-opened’’ condi-
tion seems to be the result of low pressure at regions close to
branch ends. One small peak of resistance can be observed in
Fig. 5~a! at f / f c;0.47. This frequency coincides with the
fundamental vibration frequency of a four-edge clamped
rectangular Perspex plate with dimension 905 mm by 163
mm and thickness 5.8 mm.13 The small resistance peak is

FIG. 3. Acoustic impedance of side opening:~—! resistance without
anechoic termination;~ ! reactance without anechoic termination;
~-•-! resistance with anechoic termination;~–•–! reactance with anechoic
termination.l /w50.

FIG. 4. Effects of length of sidebranch on sound power transmission loss.
~a! With anechoic termination;~b! without anechoic termination.~—! l /w
50; ~ ! l /w50.87; ~-•-! l /w54.36; ~¯!: l /w55.23; ~–•–! l /w
56.10.
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thus due to the noise breakout, which is resistive to sound
~dissipation!.

Figure 5~b! shows an example of weak sidebranch im-
pedance withl /w50.87 without the anechoic termination
( l 5150 mm). It can be observed that the corresponding im-
pedance magnitude peaks at aroundf / f c;0.45 while the
highest TL in the present frequency range of interest is found
at f / f c around 0.63@Fig. 4~b!#. The large impedance at
around f / f c;0.45 is probably due to the noise breakout of
the sidebranch and is substantially more broadband than
those found at strong resonance@Fig. 5~a!#. However, it is
not important as the corresponding TL is weak@Fig. 4~b!#.
Generally speaking, no significant branch resonance can be
observed in this case except atf / f c;0.51– 0.54, which is in
fact not strong. According to existing theory,2,3 branch reso-
nance in this case will occur atf / f c;0.29, 0.58, and 0.87.
The wavelength atf / f c;0.29 is about 1.2 m, which is much
longer than the branch length~;150 mm! in this case. The
chance of the branch air vibrating as a massless piston
increases,3 making longitudinal branch resonance improb-
able. The diffraction of the acoustic waves into the branch at
the duct-branch junction, which results in nonplanar acousti-
cal energy distribution across the branch cross section and
violates the plane-wave assumption, is only important when

f / f c approaches unity. One can estimate using mode propa-
gation theory given in standard references~for instance,
Refs. 2 and 3! that at f / f c50.87 there is only a;7 dB drop
in the first higher acoustic mode magnitude along the length
of the branch. However, the corresponding magnitude drop
reaches;9.4 dB atf / f c50.7 and;12 dB at f / f c50.29. At
zero branch length, which is a very common case in building
services engineering, no resonance within the frequency
range of the present investigation is therefore possible. This
is confirmed in Fig. 3. It can also be observed from Fig. 3
that the acoustic impedance of such opening is weaker than
that with the anechoic termination in-place.

The acoustic impedance of the sidebranches can there-
fore be categorized into four different types. The first type is
of broadband high reactance but relatively weak resistance at
low frequencies, which corresponds to the case of zero
branch length without anechoic termination. The associated
TL decreases quickly with frequency. The second one refers
to the case of infinitely long sidebranch, which is the case
where the end of the branch is fitted with an anechoic termi-
nation. This arrangement provides broadband dissipating
sound resistance together with reasonable reactance to the
main duct, resulting in more significant broadband TL. These
two categories are typical high-pass acoustic filters. The third
category refers to the case where the sidebranch has weaker
acoustic impedance within a narrow frequency band, which
is also the case for weak resonance of branch wall. The final
one is the case for strong resonance in the branch. The last
two categories represent the band-stop/band-pass filters.

B. Sound transmission loss of double sidebranches

Figure 6 illustrates the variation of TL of the present
double sidebranch arrangements with frequency. Neglecting
the effect of the air mass between the sidebranches suggests,
according to Eq.~8!, a doubling of the corresponding single
sidebranch TL ~6.7 dB according to current practice
calculation5!. Figure 6~a! indicates that such assumption,
which is used in current engineering practice, is not valid for
the case of broadband high sidebranch acoustic reactance
even if the TL of the original single sidebranch is less than 1
dB ~such as the case ofl /w50 without anechoic termina-
tion!. Better agreement is found at higher frequency where
the impedance is large relative to that of the main duct, but
the situation at lower frequency is not acceptable. The ex-
perimental TL of the double sidebranches, except that at
L/w51.59, shows domes at low frequency because of the
standing waves set up inside the main duct region between
the two sidebranches. The relatively weaker acoustic imped-
ance at lower frequencies amplifies the effect of the factor
e22 jkL in Eq. ~8!. One can find higher TL at frequencies
wheree22 jkL;21 or 2 j . However, unlike the case for the
expansion chamber,2 the magnitudes of the domes decrease
with increasing frequency due to the increasing acoustic im-
pedance magnitude of the sidebranches. The resonance in-
side the region between the sidebranches in the main duct
becomes more remarkable as the branch separationL in-
creases. Effects of such resonance are expected to be similar

FIG. 5. Variations of acoustic impedance with frequency under resonant
conditions. ~a! Strong resonance,l /w55.23; ~b! weak resonance,l /w
50.87.~—! Resistance;~ ! reactance. Without anechoic termination.
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to those within an expansion chamber. One can also notice
from Fig. 6~a! that the domes become more periodic with
sharper regions of low TL asL increases.

Under the broadband high acoustic impedance condi-
tion, the effect of neglecting the contribution of the air mass
is less remarkable, though one can still anticipate a differ-
ence in TL of 2 dB@Fig. 6~b!#. The higher damping~resistive
part of Zb) than in the previous case results in much less
perfect wave interference/resonance inside the main duct.
The relatively less rapid rate of increase of the impedance
magnitude with frequency in this case as indicated in Fig. 3
gives rise to a greater number of domes at a fixedL than in
the previous case. Again, the contribution of the standing
waves becomes more significant asL increases.

Figure 6~c! illustrates the TLs of double sidebranch ar-
rangements for the case of weak resonance. One finds that
the TL of the double sidebranch is more broadband than that
of the single branch regardless ofL. The variation of TL with
frequency appears to be double-peaked, while the relative
magnitudes of these peaks depend onL. It is probably be-
cause of the moderation produced by the standing waves
between the sidebranches. One can notice this immediately
by comparing Figs. 6~b! and ~c! at locations of peaks and
toughs of the domes in Fig. 6~b!. This will be further dis-
cussed later. Outside the frequency band with significant TL,

neglectingL in Eq. ~8! results in approximately 2 dB insig-
nificant overestimation.

One can notice from Fig. 6~d! that for the case of strong
branch resonance, the effect ofL can only be marginally
negligible at locations of weak TL or weak higher harmonic
resonance. It is expected that the double sidebranch arrange-
ment would result in less than a double increase in TL at
frequency of weakZb according to Eq.~8!. However, the
reason for the disappearance of high TL atf / f c50.50 is
unknown. A closer look at Fig. 6~d! reveals the presence of a
small ‘‘kick’’ at this frequency atL/w58.50 and a point of
inflexion at the same frequency atL/w57.49. Further dis-
cussion will be given in the next section.

C. Comparison with plane-wave theory predictions

The theoretical sound power transmission losses in this
section are calculated from Eqs.~7! and~8! using the experi-
mental results of the single sidebranches. One can observe
from Figs. 7~a!–~e! that the plane-wave theory predicts rea-
sonably satisfactorily the TL for the case of zero branch
length openings~the case of broadband sidebranch reac-
tance!. The experimental TLs show less degree of fluctua-
tions than the predicted ones for allL investigated, showing
that the interference between waves in the main duct in re-

FIG. 6. Variation of sound power transmission loss of double sidebranches with frequency.~a! l /w50 without anechoic termination~broadband high
reactance!; ~b! l /w50 with anechoic termination~broadband high acoustic impedance!; ~c! l /w50.87 without anechoic termination~weak branch resonance!;
~d! l /w55.23 without anechoic termination~strong branch resonance!. ~- - -! L/w51.59; ~-•-! L/w52.72; ~–•–! L/w54.62; ~¯!: L/w57.49; ~–––!
L/w58.50; ~—! plane-wave theory with effects ofL ignored.
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ality is less perfect. This is rather expected. The physical
dimension of the branch results in nonuniform acoustic im-
pedance in the corresponding region in the main duct. For
small L/w51.59 @Fig. 7~a!#, it is found that the standing
wave resonance in the main duct, which is expected to occur
at f / f c;0.42 according to plane-wave theory, even disap-
pears. The corresponding wavelength is 824 mm (54.8w),
which is very long when compared toL in Fig. 7~a!. The
nonplanar/higher order acoustic wave~evanescent wave!
scattered out from the first branch can then result in a highly
nonuniform acoustical energy distribution at the proximity of
the second branch.12 This evanescent wave magnitude drops
only 7 dB before it reaches the second branch. The separa-
tion between the two openings does not have significant in-
fluence on the agreement between the experimental results
and the theoretical predictions forL/w>2.72 @Figs. 7~b!–
~e!#. At these branch separations, the evanescent waves have
died down completely within the duct sections between the
two sidebranches. The plane-wave theory predicts the loca-
tions of trough and crests of the domes at these separations
with acceptable engineering tolerance. The TL cannot go
down to 0 dB due to the finite damping offered by the side-
branches.

Figure 8 shows results for sidebranches consisting only
with anechoic termination (l /w50). These results demon-
strate the introduction of higher resistance and a reduction in
the reactance result in higher TL. It is observed that the
acceptability of the plane-wave prediction depends substan-
tially on the separationL. In general, one can find that the
plane-wave theory predicts peaks of TL at frequency lower
than those obtained from experiments. The shorter the dis-
tanceL, the larger such difference becomes. However, the

agreement between plane-wave theory prediction and experi-
ment atL/w51.59 is still better than that in the previous
case. The significantly weaker sound transmission produced
by this kind of sidebranch atf / f c.0.4 than that in the case
without the anechoic termination~Fig. 4! suggests less sound
energy reaching the second branch. Weaker influence from
the evanescent waves is thus expected.

For the case of weak resonance, the plane-wave theory
overestimates the TL nearly over the whole frequency range
concerned as shown in Fig. 9. The sound power transmission
loss peaks at the frequenciesf / f c;0.51 and;0.68, origi-
nally found with the single sidebranch ofl /w50.87 @Fig.
4~b!#, are missing in the double sidebranch arrangement. The
plane-wave theory cannot directly explain the moderation
discussed earlier and these ‘‘missing peaks’’ observation. At
f / f c;0.68 in the weak resonance case,uZd /Zbu'2, showing
that the magnitude ofZb is not very small. The diffraction
and wave scattering at the entrance of each sidebranch sug-
gest that a correction for the branch separationL may be
required. Suppose the effective branch separation is given by
L1«, where« is the correction,

TL520 lgUS 11
Zd

2Zb
D 2

2S Zd

2Zb
D 2

e22 jk~L1e!U. ~9!

Unlike the case for the sidebranch resonance, the end condi-
tion of the region between the side-branches in the main duct
is 1/4 flanged and the others are flat. It is believed that« is
likely to exceed 1.7 times the equivalent radius of the main
duct cross section. This is because one can observe from Ref.
3 that 1.7 is the factor for a flanged open-end tube and 1.2 is
that for the unflanged case, suggesting an increase in this

FIG. 7. Comparisons between plane-wave theory predictions and measurements for the casel /w50 without anechoic termination~broadband high reactance!.
~a! L/w51.59; ~b! L/w52.72; ~c! L/w54.62; ~d! L/w57.49; ~e! L/w58.50. ~—! Plane-wave theory;~–––! measurement.
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factor as higher restriction is imposed to the radiation direc-
tion at the tube ends. However, a formula or data for deter-
mining« is not known to the authors. The results of Redmore
and Mulholland8 with a single sidebranch do not facilitate
the estimation of such factor. Since this factor is increased by

0.5 upon a four-side 50% reduction in the radiation surface, a
rough extrapolation here for the factor is 1.71(1.721.2)/4
3352.1. Equivalent radius of the main duct cross section
here is 90.9 mm and thus« is estimated to be 188.6 mm.

For L/w51.59, 4.62, and 7.49, a drop of 3 to 4.3 dB in

FIG. 8. Comparisons between plane-wave theory predictions and measurements for the casel /w50 with anechoic termination~broadband high acoustic
impedance!. ~a! L/w51.59; ~b! L/w52.72; ~c! L/w54.62; ~d! L/w57.49; ~e! L/w58.50. ~—! Plane-wave theory;~–––! measurement.

FIG. 9. Comparisons between plane-wave theory predictions and measurements for the casel /w50.87 without anechoic termination~weak branch reso-
nance!. ~a! L/w51.59; ~b! L/w52.72; ~c! L/w54.62; ~d! L/w57.49; ~e! L/w58.50. ~—! Plane-wave theory;~–––! measurement.
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the TL prediction can result with such correction («
5188.6 mm). This seems able to explain the observation of
‘‘missing peak’’ in Figs. 9~c! and ~d!. One should note that
the evanescent wave scattered out from the entrance of the
upstream sidebranch is still relatively strong at that of the
downstream sidebranch atL/w51.59~only a;2 dB drop in
magnitude!. The difference in TL drops to;2 dB after the
inclusion of«. However, such correction does not work when
L/w52.72 and 8.50. Indeed, the plane wave theory predicts
reasonably the experimental results for these lengths@Figs.
9~b! and~e!# implying no separation correction is required. It
is found that theseL’s are shorter than the nearest integer
multiples of half the wavelength at this frequency, while the
opposite are observed for the other lengths. This behavior
tends to imply that resonance inside the main duct is rela-
tively more difficult to occur atL/w52.72 and 8.5. The reso-
nant condition inside the main duct appears also important
for «. An investigation on the diffraction correction at junc-
tion is left to further study. It is believed that the effect of«
still exists in the high pass filter cases, but the broadband
gradual variation of the acoustic impedance makes it much
less distinguishable.

At f / f c;0.51, Zd /Zb'1, suggesting a vanishing reac-
tance inZb . The plane wave theory without allowance for«
results in more than 3 dB overestimation in TL. Such over-
estimation is reduced to below 2.6 dB for allL’s if a « of
188.6 mm is included. The overestimation drops below 2.3
dB if «5163 mm is taken. This tends to suggest that« de-
pends on frequency as diffraction does. It may also depend
on the branch impedance. Further investigation is essential.
It also shows that the measurement error in length, which is

at most 2 mm in the present study, is not going to affect the
results significantly.

The high of TL atf / f c;0.61 after the introduction of a
second sidebranch predicted by the plane-wave theory is not
confirmed by the experiment, especially for largeL @Figs.
9~d! and ~e!#. The introduction of a correction« of 163 mm
to 188.6 mm as before gives prediction 1–3 dB closer to the
experimental results forL/w52.72, 4.62, and 7.49, but about
1.5 dB more derivation forL/w58.50. The case forL/w
51.59 is exceptional as the evanescent wave is not substan-
tially attenuated in the region bounded by the two side-
branches. One can notice that at this frequency and for
L/w51.59 and 8.50, the nominal branch separationL is
shorter than the nearest integer multiple of half the wave-
length, while the opposite is observed for otherL’s. This
further suggests that the correction« will depend on the reso-
nant condition along the main duct. The predictions from
plane-wave theory without correction inL agree basically
with the experimental results atf / f c;0.63.

The plane-wave theory again overestimates TL at fre-
quencies of strong resonance and thus weakZb /Zd ~Fig. 10!.
At f / f c50.32, an overestimation of about 10 dB is found at
L/w51.59 @Fig. 10~a!#, while for L/w>2.72 @Figs. 10~b!–
~e!#, such difference is capped under 6 dB. Similar situation
can be found atf / f c;0.16 ~not shown here due to less sat-
isfactory anechoic termination performance, cf. Fig. 2!. For
shortL, the presence of evanescent wave of significant mag-
nitude close to the proximity of the second branch certainly
makes the plane-wave assumption less valid~8 dB magni-
tude drop atL/w51.59,.23 dB atL/w>2.72). It is again
found that the introduction of« of 188.6 mm into Eq.~9!

FIG. 10. Comparisons between plane-wave theory predictions and measurements for the casel /w55.23 without anechoic termination~strong branch
resonance!. ~a! L/w51.59; ~b! L/w52.72; ~c! L/w54.62; ~d! L/w57.49; ~e! L/w58.50. ~—! Plane-wave theory;~–––! measurement.
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reduces considerably the discrepancy between predictions
and the experimental results even atL/w51.59. The correc-
tion results in only 3 dB TL overestimation except atL/w
57.49, but it still gives 1.5 dB better prediction than that
without this length correction. In fact, neither a reduction nor
an increase of« from 188.6 mm can produce better results. It
is noted that the introduction of« brings about a 1.5 dB
increase of the TL overestimation atL/w52.72. One can
observe that forL/w52.72 and 8.50,L is relatively far away
from the nearest integer multiple of half the wavelength at
f / f c50.32 than for other values ofL/w, suggesting again
the resonant condition along the main duct can affect the
correction or even the prediction. This is again left to further
investigation.

The TL peak atf / f c50.50 for the single sidebranch of
l /w55.23 again disappears upon the introduction of a sec-
ond sidebranch for allL’s investigated in the present study
~Fig. 10!. However, a small ‘‘kick’’ can be seen at around
this frequency on the experimental TL curves forL/w
>2.72 @Figs. 10~b!–~e!#. This large discrepancy in TL of
about 6 dB cannot be explained even by including a correc-
tion « of 188.6 mm toL, though such correction improves
the prediction by 0.5–3 dB except forL/w51.59 and 7.49
where the TL overestimations are increased by 1.6 and 0.6
dB, respectively. However, this correction still gives the best
prediction overall. Anyway, Zb /Zd;0.5610.04j here,
which suggests that this is not a frequency of strong branch
resonance.

The TL at f / f c50.48 is amplified by the introduction of
a second sidebranch for allL’s as shown in Figs. 10~a!–~e!.
This TL is due to the noise breakout of the sidebranches,
which is dissipative to sound in the main duct. This is also
the only frequency that the plane-wave theory clearly under-
estimates TL. Such underestimation reaches 5 dB atL/w
51.59 @Fig. 10~a!#, drops to about 2 dB atL/w52.72 @Fig.
10~b!#, and then gradually increases to about 4 dB atL/w
58.50@Figs. 10~c!–~e!#. The impedance of the branch at this
frequencyZb /Zd5120.02j , which is close to that of an
infinitely long sidebranch~;1.06 in the present study theo-
retically!. Though this impedance is nearly the same as that
at f / f c;0.51 in the weak resonance case, which is due to a
longitudinal resonance in the branches, it is believed that the
mechanisms of sound reflection and transmission across the
branches in these two cases are different. The sound pressure
level drop related to this noise breakout alone accounts for as
much as;30 dB m along this sidebranch~not shown here!.
One therefore does not expect much reflection from the
opened branch end, resulting in an impedance close to that of
an infinitely long branch. Some theoretical considerations on
the effects of flexible duct walls on TL can be found in
Huang.14 The vibration of branch walls at the breakout fre-
quency is strong and will probably lead to much more vig-
orous air motion~low sound pressure! at the entrances of the
branches than that in the weak resonance case. Higher dissi-
pation of energy by damping at the edges at the entrance of
each sidebranch is then expected.

One should also note that the noise broken out from one
branch will affect the wall vibration of the other branch.15

This will lead to some kinds of coordinated wall vibrations,

which interferes with the air movement inside the branches
and along the main duct. Such interference, which is not
considered by the plane-wave theory, can be substantial for
short L, due to the direct bombardment of breakout sound
waves onto the branch walls, and forL which is close to any
integer multiple of half the wavelength atf / f c50.48. The
separationL/w58.50 corresponds to 4.08 times this half
wavelength. The higher TLs atf / f c;0.48 shown in Figs.
10~a! (L/w51.59) and Fig. 10~e! (L/w58.50) than in Figs.
10~b!–~d! tend to support the present conjecture. However,
further investigations are required to clarify the present ob-
served sound transmission phenomena near the break-out
frequency of the sidebranch~es!.

Other results, not presented here, show that the TLs of
the single or double sidebranch arrangements are not affected
very much by in-duct airflow up to a speed of 7 m/s, except
that one can find rougher experimental TL curves in the pres-
ence of the flow. In the presence of the flow, the loudspeaker
was mounted on a wall of the main duct and the anechoic
termination determined by Neiseet al.16 was used. Though
this speed is probably lower than that in actual practice, it
has exceeded the 4 m/s recommended by ASHRAE17 for the
present size of the main duct for minimizing frictional loss.

V. CONCLUSIONS

The sound power transmission losses of single and
double sidebranch installations along a rectangular duct were
studied experimentally by using the two-microphone transfer
function method in the present study. Results at frequencies
higher than the first cutoff frequency of the main duct were
ignored. With the assumption of plane-wave propagation, the
acoustic impedance of each single sidebranch was estimated.
The corresponding results obtained using the double side-
branch conditions were also compared with the predictions
from existing plane-wave theory.

The acoustic impedance of the sidebranches can be cat-
egorized into four basic types. The first two types are high
pass filters. One is of low resistance at low frequency but a
broadband significant reactance, which increases with fre-
quency, and the other possesses higher resistance and reason-
able reactance throughout the frequency range concerned. In
the former case, the plane-wave theory gives reasonable pre-
dictions to the double sidebranch sound power transmission
loss. Strong wave interference as in the expansion chamber is
observed. However, the magnitudes of the domes decrease
quickly with frequency as the magnitude of the acoustic im-
pedance of the sidebranches increases quickly with fre-
quency. Similar observations can be found in the latter case.
However, the higher sound power transmission loss for the
single branch in this case results in more distinct and peri-
odic domes on the sound power transmission loss curves.
Also, the plane-wave theory always predict dome crests/
troughs at slightly higher frequency when compared to the
experimental results. The prediction becomes closer to the
experimental results as the separation distance between the
branches increases.

The other two impedance types correspond to the band-
stop/band-pass filters. The longitudinal resonance inside the
sidebranches is responsible for the high or low impedance
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magnitudes. Two types of resonance, one producing weak
impedance and the other strong impedance, are identified.
They result in high and low sound power transmission loss,
respectively. In general, the plane-wave theory overestimates
the sound power transmission loss of the double side-
branches at frequencies of high sound transmission loss. It is
shown that a specific correction to the branch separation pro-
duces better matching between the predictions and the ex-
perimental results. However, no exact formula for such cor-
rection can be derived from the present results though a
rough estimation is given. The scattering of evanescent
waves at the branch-duct junctions appears important for
short branch separation. Further investigation is required.

When the length of the sidebranch is long, the resistance
due to the noise breakout phenomenon becomes significant.
The loss due to this breakout is substantial inside the branch,
resulting in an acoustic impedance close to that of an infi-
nitely long branch. The plane-wave theory is found to have
underestimated the double sidebranch sound power transmis-
sion loss around the noise breakout frequency. The underes-
timation is large for small branch separation. Though the
present results provide no clue to explain such observation, it
is conjectured that the interaction between the broken out
sound and the branch walls, the expected more vigorous air-
flows at the entrances of the sidebranches and their coher-
ence, are responsible for the unpredictably large sound
power transmission loss at this frequency. The exact under-
lying physics is left to further studies.
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The complementary strengths and weaknesses of passive and active noise control~ANC! methods
have motivated many researchers to develop hybrid noise absorbers that integrate both control
strategies. The impedance matching technique~IMT ! is the most effective for such a purpose. An
unsolved problem with available IMT schemes is thea priori reference signal that limits IMT
applications. This study proposes the use of the forward wave, available by the two-microphone
method, as the reference signal. Due to inevitable errors in wave separation and inlet reflection of
the control signal, the absorber becomes a feedback system. A simple and stable ANC is developed
for impedance matching without thea priori reference signal. The proposed absorber has an
absorption coefficient of 0.9 or above in a frequency range of 60–850 Hz. It is stable in the presence
of sensor mismatch and robust with respect to significant variation of inlet boundary conditions.
© 2003 Acoustical Society of America.@DOI: 10.1121/1.1572148#

PACS numbers: 43.50.Ki, 43.55.Ev@PJR#

I. INTRODUCTION

Passive noise absorption is a well-studied subject with
many known analytical and experimental results. The ab-
sorption coefficients of available passive noise absorbers can
be close to 1 for mid- or high frequency ranges.1 A common
feature of these absorbers is a layer of porous material
mounted in front of a cavity. The absorption frequency range
of a passive noise absorber is inversely proportional to the
physical size of the cavity behind the porous layer. Active
noise control~ANC! may be applied in low frequency ranges
to reduce the physical size of noise absorbers and improve
absorption performance. Since the strengths and weaknesses
of passive control and ANC appear to be mutually comple-
mentary, many researchers develop hybrid passive/active
noise absorbers that integrate both methods.

A natural way to incorporate ANC with a passive ab-
sorber is to control the sound field behind the porous layer.
Guicking and Lorenz2 are among the first to study hybrid
noise absorbers. Their controller uses a reference signal mea-
sured in front of a porous layer to minimize the pressure
signal behind the porous layer, hence the name ‘‘pressure-
release.’’ It leads to almost total absorption over the fre-
quency range of 100–600 Hz. A similar study by Thenail
et al.3 releases pressure at the back of a fiberglass absorption
layer. Almost total absorption was achieved in the ranges of
200–800 and 500–1400 Hz, respectively, by two controllers
implementing the pressure-release method. The optimal
thickness of the fiberglass layer was found to be 2 cm by the
experiments.

Fuller et al.designed an adaptive foam for active control
of radiation and reflection waves.4 It uses identical micro-
phones to separate the incident wave from the reflection
wave. The adaptive controller minimizes the reflection wave

with an attenuation of up to 40 dB at frequencies above 600
Hz. Beyene and Burdisso5 proposed the impedance matching
technique~IMT !. They designed an ANC to minimize the
reflection behind the absorption layer, and showed analyti-
cally that this strategy is equivalent to impedance matching
for the cavity behind the absorption layer. In another study,
the IMT was applied to broadband noise absorption with
combinations of different cavity depths and absorption layer
thickness.6 The method is generally superior to the pressure-
release method and able to achieve an absorption coefficient
above 0.9 in a wide range of 100–1000 Hz.

An unsolved problem with available IMT is the refer-
ence signal that leads the primary source by 40 samples
when the sampling frequency is 3.2 KHz,6 which is equiva-
lent to 1/80 s. The pioneers of IMT realized the need for a
solution to the problem and left it open to different
strategies.6 This study proposes the first IMT without thea
priori reference. The reference is replaced by the forward
wave available by the two-microphone method. This changes
the pure feedforward ANC in Refs. 5 and 6 to a feedback
one. The feedback effects are due to inevitable sensor mis-
match in wave separation and inlet reflection of the control
signal. For causal implementation, the sensors must be
placed sufficiently away from the actuator, which delays the
feedback signal. Stability of a delayed adaptive feedback
ANC, like the proposed one, is not a trivial problem. A rig-
orous stability analysis is conducted on the proposed method.
The ANC turns out to be very simple and able to tolerate a
reasonable level of sensor mismatch, and the absorber is
acoustically encapsulated and analytically independent of in-
let boundary conditions.

An experimental study is conducted to verify the ana-
lytical results. Since the problem is causality, stability, and
robustness, the focus of the experiment is ANC, though it is
always possible to combine the test system with passivea!Electronic mail: mmjyuan@polyu.edu.hk
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methods to enhance absorption. In order to assess the perfor-
mance of the controller, the absorption layer is absent and the
interiors of the cavity are made rigid and smooth. The ab-
sorber is tested in a range of 0–900 Hz. By active control
alone, the absorption coefficient is above 0.9 in a range of
60–850 Hz. The system is stable and robust with respect to
significant variation of inlet boundary conditions during the
experiment. It has a potential for further enhancement by
incorporating passive methods, such as mounting different
absorption layers or placing absorption materials in the inte-
riors of the cavity.

II. PROBLEM STATEMENT

The principle of IMT is analytically based on the one-
dimensional plane wave model,5 and only applicable to a
noise absorber whose back-cavity is a short duct with a small
cross-sectional area as shown in Fig. 1. The absorber, drawn
with thick black lines, is terminated with a secondary source
at one end, which matches the terminal impedance to the
characteristic impedance of the duct by canceling the re-
flected wave.5

The pioneers of IMT have demonstrated the possibility
to cancel the reflection waves in a wide frequency range.5,6

The method has been tested with different combinations of
cavity depths, absorption materials, and absorption layer
thickness. An unsolved problem is the reference signal that
leads the primary source by 1/80 s.6 The objective of the
present study is to design an ANC for IMT without thea
priori reference signal.

A possible way to avoid thea priori reference signal is
to substitute the forward wave measured by the identical mi-
crophone pair placed behind the absorption layer. This ap-
proach, while seemingly simple, faces three obstacles. First,
the cavity depth, denoted byd1 in Fig. 1, must be sufficiently
long for the forward wave to pass the controller circuits and
catch up with the backward wave. Second, inevitable errors
of wave separation could cause delayed feedback or instabil-
ity to the control loop shown in Fig. 1. Finally, even if the
sensors matched perfectly, the duct inlet reflects the control
signal that mixes with the incident noise to be the forward
wave and threaten closed-loop stability. The design objective
is therefore a stable ANC using the forward wave as the
reference with a shortest possible cavity depthd1 . The sys-
tem must be stable in the presence of sensor mismatch and
robust with respect to online variation of boundary condi-

tions of the inlet. This is significantly different from Refs. 5
and 6, where a pure feed forward ANC was employed with-
out the feedback problems.

A stability analysis will be presented in Sec. III to ad-
dress the feedback effects. Meanwhile, an ideal forward
wavewf(t) is assumed available that was free of the effects
of sensor mismatch and inlet reflection. There exist two paths
for wf(t) to reach the end of the duct before bouncing back
as shown in Fig. 1. The acoustical path takesta5d1 /c sec-
onds wherec is the speed of sound. The electronic path takes
te5tc1t f seconds, wheretc includes A/D conversion time
and computation time;t f is the delay due to the anti-alias
filter, speaker circuit, and the wave separation circuit.

In order to cancel the backward wavewb(t), the elec-
tronic path must take no more time than the acoustical path
does. This meanstc1t f<d1 /c and a lower bound for cavity
depthd1 . The actual value ofd1 must be determined by trial
and error since it is difficult to estimatete5tc1t f accu-
rately without experiments. A general way of reducingd1 is
to reducetc andt f by optimizing the ANC. In this study,d1

is reduced to 28 cm while the absorption coefficient is above
0.9 in the frequency range of 60–850 Hz by active control
alone.

III. STABILITY ANALYSIS

A major difference between the proposed ANC and the
one adopted in Refs. 5 and 6 is the feedback problem due to
inevitable sensor mismatch and inlet reflection of the control
signal. It is desirable to use inexpensive sensors for wave
separation, and the ANC should be able to tolerate sensor
mismatch as much as possible. The absorber may be installed
in different environments with significantly different bound-
ary conditions of the inlet. The ANC must be robust with
respect to significant variation of the inlet boundary condi-
tions. A stability analysis is presented here to investigate
these problems.

A. Mathematical model of the absorber

In reality, the process of wave separation introduces in-
evitable errors. The reference signal, expressed in thez do-
main, is given by

ŵf~z!5A~z!wf~z!1B~z!wb~z!, ~1!

which contains both forward and backward waves. Similarly,
the error signal, expressed in thez domain, is given by

ŵb~z!5C~z!wf~z!1D~z!wb~z!, ~2!

which is also a mixture of forward and backward waves.
Transfer functionsA(z), B(z), C(z), andD(z) depend on
magnitude and phase match between the two microphones
placed behind the absorption layer. The exact expressions of
these transfer functions are generally not available analyti-
cally. It is not possible to identify these transfer functions
experimentally since the true values ofwf and wb are not
measurable by other methods. If the two microphones are
well matched, one expectsA(z)'1, D(z)'1, and the mag-
nitudes ofB(z) andC(z) can be minimized but are not nec-
essarily zero unless the microphones and conditioners are
absolutely identical.

FIG. 1. Hybrid noise absorption by impedance matching.
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The derivations ofA(z) andD(z) from identities repre-
sent distortions toŵf andŵb by the wave separation circuit.
Such distortions, while not desired, are recoverable ifA(z)
Þ0, D(z)Þ0 in the frequency range of interest. The deriva-
tions of B(z) andC(z) from zeros, on the other hand, rep-
resent another kind of wave separation error that causes a
small residualwb in ŵf and a small residualwf in ŵb . When
ŵf is the reference signal, the residualwb causes feedback
effect to threaten system stability. The relative contributions
of wb and wf to ŵf may be evaluated by a ratio
uA21(z)B(z)u. It plays an important role in the stability
analysis of the closed-loop system.

When the controller is active,wb is no longer the reflec-
tion wave alone. Instead, it is a combination of reflection
wave and the wave generated by the secondary speaker, with
an analytical expression

wb~z!5z22lR1~z!wf~z!1z2 lS~z!H~z!ŵf~z!, ~3!

wherez2 l represents anl-sample delay for the control signal
to propagate from the speaker to the sensor pair;R1(z) de-
scribes the reflection effects of the absorber terminal;S(z)
and H(z) represent, respectively, transfer functions of the
secondary path and the ANC. Similarly, the forward wave
contains reflection of the control signal and incident noise
from the external noise. Its analytical expression reads

wf~z!5z22nR2~z!wb~z!1z2nn~z!, ~4!

where z2n represents ann-sample delay for the incident
noise to propagate from the inlet to the sensor pair;n(z) is
the external incident noise andR2(z) describes the reflection
effects of the inlet.

Unlike the feedforward ANC in Refs. 5 and 6, the use of
ŵf as the reference signal makes the absorber practical at the
expense of a feedback system described by Eqs.~1!–~4! and
the block diagram shown in Fig. 2.

B. Ideal controller transfer function

The ideal objective is to minimizewb . Sinceŵb is the
only available estimate ofwb , the practical objective is to
minimize ŵb as attempted by other researchers.4–6 Using
Eqs.~1!–~3!, one may derive

ŵf5
A~z!1z22lB~z!R1~z!

12z2 lS~z!H~z!B~z!
wf , ~5!

and

ŵb5@C~z!1z22lR1~z!D~z!#wf1z2 lS~z!H~z!D~z!ŵf

5FC~z!1z22lR1~z!D~z!

1z2 lS~z!H~z!D~z!
A1z22lBR1

12z2 lSHBGwf . ~6!

Whenŵf contains broadband noise, it is impossible for a
delayed signalz2 l ŵf to cancel the undelayed contribution of
wf . The best possible result of the proposed strategy is the
cancellation of the last two terms of Eq.~6!. This means the
minimization ofŵb such thatŵb5C(z)wf if the ANC func-
tion is

H~z!52z2 lR1~z!S21~z!A21~z!. ~7!

The ideal ANC function turns out very simple despite the
complexity of system model Fig. 2. The stability ofH(z)
depends on the stability ofS21(z) andA21(z). This is not a
problem since all active controllers require a multipleS21(z)
in the ideal forms andA(z)'1 if the two microphones are
reasonably well matched. Substituting Eq.~7! into Eq. ~6!,
one may re-write the last two terms of Eq.~6! as

z22lR1~z!D~z!wf1z2 lS~z!H~z!D~z!ŵf

5z22lF12
A~z!1z22lB~z!R1~z!

A~z!1z22lB~z!R1~z!GR1~z!D~z!wf ,

which cancel each other if 1.uA21(z)B(z)R1(z)u for all z
5e2 j v by the small gain theory. This condition may be sim-
plified to 1.uA21(z)B(z)u sinceuR1(z)u<1 represents pas-
sive reflection at the closed end of the absorber.

Recall from Eq.~1!, uA21(z)B(z)u represent the relative
contributions ofwb and wf to the reference signalŵf . Al-
though the exact forms ofA(z) andB(z) are not available,
one expectsA(z)'1 anduB(z)u near zero if the two micro-
phones are well matched. Therefore 1.uA21(z)B(z)u is a
very mild requirement. In practice, it is not difficult to main-
tain 0.2.uA21(z)B(z)u in the frequency range of interest
with a pair of reasonably matched microphones.

C. Stable adaptation

The ideal ANC function, given by Eq.~7!, is not practi-
cally available sinceA(z) is not available. Instead, the well-
known filtered-x LMS~FXLMS! algorithm has to be applied
to implement the ANC. In the proposed method, the refer-
ence signal contains feedback effects as indicated by the de-
nominator of Eq.~5!. During the adaptation, the control sys-
tem must maintain a stable version of the reference signal.
This is possible ifuS21(z)H(z)B(z)u,1 by the small gain
theory.

One may start with an all zeroH(z) that satisfies the
stability requirement initially. If the adaptation gain is not too
large, H(z) will converge gradually toward its ideal form
given by Eq.~7!. The system is stable whenH(z) converges
to the neighborhood of Eq.~7!, as explained previously.

FIG. 2. Block diagram of the absorber system.
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The remaining concern is the possible fluctuation of
H(z) before its convergence to Eq.~7!. Knowing the conver-
gence trend ofH(z), one may estimateuH(z)u by a bound

uH~z!u<aFuS21~z!A21~z!R1~z!u, ~8!

where 0,aF describes the possible fluctuation ofuH(z)u
with respect to its final convergence destination. Substituting
Eq. ~8!, one obtains

uS21~z!H~z!B~z!u<aFuA21~z!B~z!R1~z!u<0.2aF,1,

where a conservative estimate 0.2.uA21(z)B(z)u is as-
sumed in the entire frequency of interest, under which con-
dition the proposed system will tolerate a possible fluctuation
of uH(z)u as long as it does not exceed the final destination
by five times.

In practice the FXLMS algorithm may cause small-level
fluctuation of its estimates, however, an overshot of five
times in magnitude is very rare with the FXLMS algorithm.
From this point of view, the proposed strategy is stable with
a comfortable margin. The residual effects of wave separa-
tion, represented byB(z) andC(z), respectively, are mainly
due to mismatch of the sensor pair. Accurate wave separation
only requires near identical response of a sensor pair. This is
similar to the requirement for intensity probes7 and three-
dimensional intensity sensors,8 but much less stringent than
the identical sensor array in sonar systems. By improving
microphone matching and calibrating the wave separation
circuit with due care,9 it is possible to reduceuA21(z)B(z)u
to a value close to zero. This means the possibility of further
relaxing the tolerance margin of the proposed strategy.

IV. EXPERIMENTAL VERIFICATION

An experiment was conducted to verify the feasibility of
usingŵf as the reference for IMT, as well as the stability and
robustness of the proposed ANC. The experimental setup
was very similar to the diagram of Fig. 1. The passive ab-
sorption layer, represented by the dash-line box in Fig. 1,

was removed because the focus of the experiment was cau-
sality, stability, and robustness of the ANC. The ANC was
assessed alone by the experiment.

In the pioneering reports of IMT, the method had been
tested in impedance tubes with a small diameter~5 cm! to
ensure a one-dimensional plane wave system.5,6 In this study,
a cross section of 12315 cm2 was tested to tradeoff between
keeping model validity and increasing absorption area. A
possible application of the method may be a honeycomb of
N3M absorbers to form an absorption wall. Increasing the
area of each individual absorber could lead to the reduction
of cost per unit absorption area.

The two microphones are placedd1528 cm from the
secondary source. The sampling frequency of the controller
is 2463 Hz. The cutoff frequency of the anti-alias filter is 900
Hz, which is close to but lower than the first cross mode
frequency of the cavity. The one-dimensional plane wave
model is valid for the frequency range of interest. The stop
band of the anti-alias filter starts at 1231.5 Hz and the ANC
has a frequency range of 0–1231.5 Hz. The space between
the two sensors is 14 cm—half the wavelength of the maxi-
mum frequency 1231.5 Hz.

A. Causality

The first target is causality whenŵf is used as the ref-
erence signal. Whenŵf is due to broadband noise excitation,
its delayed version, after reaching the closed end of the ab-
sorber and bouncing back to the microphone pair, is not able
to cancel the first term of Eq.~6! contributed bywf . This
turns out to be an advantage of usingŵf as the reference
signal. When the controller is only able to cancel the last two
terms of Eq.~6!, it actually cancelswb , as suggested by Eq.
~2!. The cancellation of the last two terms of Eq.~6! depends
on a sufficient cavity depthd1 as explained in Sec. II. In the
experiment, different values ofd1 have been tested. The re-
duction ofd1 would generally narrow the frequency range of
absorption in the high frequency end. The final tradeoff is
d1528 cm with an absorption performance shown in Fig. 3.

FIG. 3. Performance of the absorber.
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The absorption coefficient is computed as

12
P̂b~z!

P̂f~z!
,

whereP̂b(z) andP̂f(z) are, respectively, power spectral den-
sities ~PSD! of ŵb and ŵf obtained byMATLAB command
‘‘pmtm.’’ The result is above 0.9 for the frequency range of
60–850 Hz. Compared with the cavity depth ofd156 cm in
Refs. 5 and 6,d1528 cm is significantly longer. Yet this
seems to be an inevitable price to pay for a realistic reference
signal. After all,d1528 cm is still significantly shorter than
the wavelength of 60 Hz. A passive absorber would require a

longer cavity depth1 to achieve an absorption coefficient of
0.9 in such a low frequency.

B. Stability

Another target of the experiment is stability of the pro-
posed ANC. In the analytical study, the method is believed to
tolerate a fluctuation ofuH(z)u in the presence of sensor
mismatch. In the experiment, two ordinary B&K 4130 mi-
crophones were tested. One channel had been repaired from
a defect and the swapping method was applied to detect the
mismatch effects. Figure 4 plots two sets of spectral ratios of
the sensor signals with different colors. The signals were
collected under the same experimental conditions with the
sensors swapped. Differences of the curves are clearly vis-
ible in some frequencies to indicate sensor mismatch. The

FIG. 5. PSD excited by primary source 1~equivalent to
a ‘‘long’’ duct!.

FIG. 4. Sensor mismatch detected by the swapping
method.
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proposed ANC converged very well using these sensors for
wave separation. It is able to tolerate a certain level of sensor
mismatch, which is analytically 0.2.uA21(z)B(z)u and not
too restrictive in practice.

C. Robustness

The third target of the experiment is the robustness of
the proposed ANC. Two different primary sources were
tested. The first one is a speaker mounted at the end of a duct
with identical cross section as the absorber~drawn in Fig. 1
by the gray lines!. The second one is a speaker placed in the
open space near the absorber inlet. This means different
R2(z)’s with different delays in the block diagram of Fig. 2.
The system characteristic equation of Fig. 2 is derivable as
12z22(l 1n)R1(z)R2(z) without ANC. The variation ofz2n

and R2(z) affects the absorber dynamics significantly as
demonstrated by the experiment data.

When the first primary source was tested, the primary
source extended the length of the absorber to 160 cm. Figure
5 plots the PSD excited by primary source 1 with the ANC
off. It shows many resonant peaks due to the relatively long
duct effect. When the second primary source was tested,
however, the length of the absorber was reduced and its PSD
is shown in Fig. 6~also ANC off!. The system has different
resonant frequencies because of different boundary condi-
tions at the inlet. These experimental data imply significant
change of duct dynamics for different boundary conditions.

The controller was trained with primary source 2 using
the FXLMS algorithm. Upon convergence, primary source 2
was replaced by source 1 and the ANC remained stable with
its performance shown in Fig. 7. The absorption coefficients
did not deteriorate much though the duct dynamics had
changed as significantly as shown in Figs. 5 and 6. The de-

FIG. 6. PSD excited by primary source 2~equivalent to
a ‘‘short’’ duct!.

FIG. 7. Performance of the absorber~trained with
source 2 and tested with source 1!.
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terioration is recoverable by the adaptive ANC after a period
of adaptation.

D. Suppression of reflected wave

Finally, the cancellation of the reflected wave is illus-
trated in Fig. 8, where magnitude responses of the reflection
wave are plotted for ANC on~black! and off ~gray!, respec-
tively. The ANC is not able to cancel low frequency reflec-
tion due to limitation of the loudspeaker. Its high frequency
cancellation performance is poor because the reduction ofd1

makes it difficult for the high frequency components ofŵf to
pass the ANC in time for cancellation ofwb . A further re-
duction of d1 would make the high frequency cancellation
even worse. Generally, the ANC managed to cancel the re-
flection wave reasonably well in the range of 60–850 Hz
with d1528 cm.

V. CONCLUSION

A causal impedance match strategy is proposed in this
study for broadband hybrid noise absorption. The forward
waveŵf , available by the two-microphone wave separation
circuit, is used as the reference signal. Analytical and experi-
mental results are presented to demonstrate the feasibility of
the proposed approach. The system is shown, both analyti-
cally and experimentally, stable with a comfortable margin.
It is also robust with respect to possible variation of bound-
ary conditions at its inlet. Since the reference signal is avail-
able inside the absorber, the system is acoustically encapsu-
lated. Its robustness with respect to inlet boundary conditions
is an important advantage over other ANC systems. The con-

troller of such an absorber may be trained in factory condi-
tions and work well when the absorber is installed in three-
dimensional spaces with different geometric shapes or
boundary conditions. This is different from a conventional
ANC that depends very much on the specific geometric
shape and boundary conditions of the sound field in which it
is installed.
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This paper presents the results of new studies based on speech intelligibility tests in simulated sound
fields and analyses of impulse response measurements in rooms used for speech communication.
The speech intelligibility test results confirm the importance of early reflections for achieving good
conditions for speech in rooms. The addition of early reflections increased the effective
signal-to-noise ratio and related speech intelligibility scores for both impaired and nonimpaired
listeners. The new results also show that for common conditions where the direct sound is reduced,
it is only possible to understand speech because of the presence of early reflections. Analyses of
measured impulse responses in rooms intended for speech show that early reflections can increase
the effective signal-to-noise ratio by up to 9 dB. A room acoustics computer model is used to
demonstrate that the relative importance of early reflections can be influenced by the room acoustics
design. @DOI: 10.1121/1.1570439#

PACS numbers: 43.55.Hy, 43.71.Gv@MK #

I. INTRODUCTION

The beginnings of our understanding of how we per-
ceive sound reflections that arrive within a short time after
the direct sound can be traced to the work of Joseph Henry in
the 1850s.1 Work by Haas2 and Wallachet al.3 showed ex-
plicitly how early reflections are integrated with the direct
sound to make the direct sound seem to be effectively louder.
Lochner and Burger4 carried out extensive experiments to
determine exactly how delayed reflections affected articula-
tion test results as a function of the amplitude and delay time
of an early arriving reflection. Although these early results
demonstrated an extensive understanding of the benefits of
early reflections to speech intelligibility in rooms, they some-
times focussed on the negative effects of early reflections.
For example, Haas considered the point at which early re-
flections became disturbing. Although the early work of
Lochner and Burger and others provides a solid basis for the
importance of early reflections, they provide little informa-
tion on the expected improvements to speech intelligibility
scores in actual rooms due to early reflection energy.

Lochner and Burger’s results suggest that speech energy
in early arriving reflections is more or less equivalent to
similar amounts of direct speech energy in terms of increas-
ing speech intelligibility scores. They developed the concept
of useful-to-detrimental sound ratios in which useful is de-
fined as the sum of the direct and early reflected speech
energy and detrimental is the sum of the later-arriving speech
reflections and the ambient noise. This concept has been
shown to be well correlated with speech intelligibility test
scores in a wide range of rooms5–7 and to be strongly
correlated8 with the newer speech transmission index~STI!
concept.

However, Bess9 has recently claimed that the benefits of
early reflections are not experienced by impaired listeners.
This is in contradiction with the results of Na´bĕlek and
Robinette10 that indicated normal hearing and impaired lis-

teners benefited equally from a single added early reflection.
In addition, the importance of early reflections in rooms is
apparently not well appreciated in conventional room acous-
tics design which is usually based primarily on obtaining a
particular preferred reverberation time.11 A lack of apprecia-
tion of the importance of early reflections is no doubt respon-
sible for some recommendations for very short reverberation
times for rooms for speech. There is often a misconception
that reverberation time must be minimized rather than opti-
mized. Of course, very short reverberation times require in-
creased absorption on room surfaces which is likely to lead
to reduced early reflection energy and hence to reduced
speech intelligibility.

There are many situations in speech communication in
rooms where early reflections would appear to be particularly
important such as a teacher talking to students from some-
where in the middle of a classroom or an actor on a thrust
stage. Students behind the teacher would receive much re-
duced direct sound and presumably benefit significantly from
early reflections of the speech sounds. In many other situa-
tions where the talker directs their attention to some part of a
group of listeners, those in other directions benefit from early
reflections of the speech sounds. Although we typically in-
clude early reflections within the first 50 ms after the direct
sound as being useful early reflections, we do not have a
quantitative indication of the relative magnitude~and hence
importance! of this early reflection energy in typical rooms.

The purpose of the new work reported in this paper was
to first confirm the importance of early reflections to speech
intelligibility test scores in conditions representative of real
rooms. This was done using speech intelligibility tests for
both impaired and nonimpaired subjects in simulated sound
fields. These simulations allowed comparison of the benefits
of added early reflection energy with that of increased direct
sound energy for cases with and without reverberant sound.
Tests also considered the critical value of early reflections for
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situations where the direct sound is reduced in amplitude.
The second part of this paper examines the magnitude of the
benefit of early reflections in a range of rooms intended for
speech communication and illustrates how modern room
acoustics computer models can be used to explore various
room designs in terms of improved early reflection levels.

II. SPEECH INTELLIGIBILITY TESTS IN SIMULATED
SOUND FIELDS

The goal of the speech intelligibility tests in simulated
sound fields was first to confirm directly that increased
speech energy in early reflections has a similar effect to in-
creased direct speech energy. The second goal was to dem-
onstrate that both hearing-impaired and nonimpaired listen-
ers benefit from early arriving reflections of speech sounds.
The benefits of increased early reflections are then shown to
be present in more realistic sound fields that also included
reverberant sound typical of many rooms for speech commu-
nication. Finally, in situations where the direct sound is re-
duced in level such as when the talker’s head is turned, early
reflections are shown to be essential to achieving adequate
speech intelligibility.

A. Method

1. Sound field simulation procedures

All simulated sound fields were produced using an
eight-channel electroacoustic system with loudspeakers ar-
ranged around the listener in an anechoic room. The eight
loudspeakers were located at a distance of 1.7 m from the
listener and their angular locations relative to the listener are
described in Table I. Each of the eight channels of electronics
included programmable digital equalizers that included time
delays and reverberators that could all be changed under
computer control via a MIDI interface. The loudspeaker re-
sponses were corrected to be flat63 dB from 80 Hz to 12
kHz.

The loudspeaker located directly in front of the listener
produced the simulated direct sound~first arriving sound!
and in some experiments also produced reverberant sound.
The other seven loudspeakers each produced one early re-
flection and in some experiments reverberant sound. The
early reflections arrived at the listener within the first 50 ms
after the direct sound. Figure 1 illustrates a measured im-
pulse response for a condition that included a direct sound,
early reflections and reverberation. Some sound fields in-
cluded only a direct sound component, others included a di-
rect sound and early reflections and others included a direct
sound combined with both early reflections and reverberant
sound. Where reverberant sound was included it was delayed
to start just after the 50 ms early time interval as seen in the
example in Fig. 1. The overall amplitudes of each of these
three component groups~direct sound, early reflections, and
reverberant reflections! were varied but the arrival times and
relative amplitudes of early reflections were not changed.

Each loudspeaker also reproduced simulated ambient
noise with a spectrum shape corresponding to that of an NC
40 contour and with a measured overall level at the listener
of 47.6 dBA. The noise signals to each loudspeaker were
passed through different digital reverberators to ensure that
they were not exactly coherent.

TABLE I. Orientation of loudspeakers relative to the listener. Horizontally
straight ahead of the listener at ear level is 0 degrees in both planes.

Loudspeaker
Horizontal

angle, degrees
Vertical angle,

degrees

~1! Center low
~direct sound!

0 0

~2! Center high 0 25
~3! Left low 232 0
~4! Right low 132 0
~5! Left high 237 28
~6! Right high 137 28
~7! Far left 2115 0
~8! Far right 1115 0

FIG. 1. Illustration of the initial 0.2 s of the measured
impulse response of a simulated sound field including a
direct sound and seven early reflections followed by a
reverberant decay.
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Each experimental condition was measured with our
RAMSoft room acoustics measurement software that uses a
maximum length sequence signal to obtain impulse re-
sponses. A range of standard room acoustics parameters were
measured in octave bands and are included here where rel-
evant.

2. Subjects and speech intelligibility tests

Speech intelligibility scores were obtained using a Fair-
banks rhyme test as modified by Latham5 and as used in
previous tests.6–8 The test words were embedded in the sen-
tence ‘‘Word number– is – write that down’’ and were spo-
ken by a male talker. Each 50 word test took a total of about
2.5 minutes and the speech material was presented at a rate
of approximately three syllables per second.

Subjects varied from 20 to 74 years of age. The wide
range of ages was intended to ensure subjects included a
variety of hearing abilities representative of those typically
found for listeners in many rooms for speech. However, no
subjects were included who used hearing aids or who had
known serious hearing impairment. Many of the younger
subjects had excellent hearing with minimal hearing loss. A
number of the older listeners had mild to moderate hearing
loss typical of many middle-aged listeners.

In some analyses the results of the subjects were divided
into two groups according to their measured hearing loss
~HL!. The group with the least HL will be referred to as
nonimpaired and the other group will be referred to as the
impaired listeners. Figure 2 plots the average HL~61 stan-
dard deviation! for each group. The nonimpaired~and gen-
erally younger! group, on average, showed only very small
reductions below threshold at 6 and 8 kHz. They had a mean
age of 28 years and their mean hearing loss results shown in
Fig. 2 are very similar to the median for this age.12 The
impaired ~older! group, on average, showed increasing HL
above 1 kHz. Most of the impaired group were apparently
unaware that they had any hearing loss. This group had a
mean age of 60 years and again their mean hearing loss was

similar to the expected median for this age.12 The high fre-
quency pure tone average~from 3, 4, and 6 kHz results and
from both ears! for the nonimpaired listeners was 5.2 dB and
30.5 dB for the impaired group.

B. Results of speech intelligibility tests

1. Comparison of effects of varied direct sound and
varied early reflection levels on speech
intelligibility scores

The first comparisons were based on the results of tests
in which subjects performed speech intelligibility tests for
sound fields with varied speech signal-to-noise ratio (S/N)
and for two types of reflection conditions. In one series of
tests the sound fields consisted of only a direct~speech!
sound and variedS/N was obtained by varying the amplitude
of the direct speech sound with constant noise level. In the
other series of tests the direct speech sound was fixed and
S/N was varied by adding increased levels of early reflec-
tions in combination with the same constant noise level.
Table II showing a summary of the measured conditions for
each series of tests, includesA-weighted signal-to-noise ra

FIG. 2. Average measured hearing loss~HL! ~as per
ANSI S3.6 1996!, 61 standard deviation for the non-
impaired and impaired groups of listeners.

TABLE II. Summary of acoustical measures for the direct only and direct
1early reflections sound field cases.~Noise level 47.6 dBA.!

Speech
level
dBA

S/N(A)
dB

C50

~1 kHz!
dB

U50

~1 kHz!
dB STI

Direct only
1 41.8 25.8 21.9 25.7 0.32
2 45.4 22.2 19.3 22.0 0.44
3 48.8 1.2 19.9 1.5 0.55
4 52.0 4.4 20.1 4.6 0.66
Direct1early
1 41.8 25.8 21.9 25.7 0.32
2 44.9 22.7 21.1 22.6 0.41
3 48.1 0.5 21.6 0.5 0.51
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tios, S/N(A), varying from25.8 to 14.4 dB for the direct
sound only cases and25.8 to10.5 for the cases with added
early reflections. The three added-reflections cases corre-
sponded to increasing the total speech level by 0, 3, and 6
dBA. These were thought to be representative of conditions
in typical rooms but later analyses~included in Sec. III!
showed that increases of up to 9 dBA can occur in typical
rooms for speech.

Results were first considered for all 21 subjects and were
not divided according to their level of hearing threshold
shift. The complete group of all subjects can be thought of as
representing a typical mixed group of listeners in a theatre
audience or at a public meeting. Figure 3 plots the mean
speech intelligibility scores~61 standard deviation! for each
sound field condition for this combined group of listeners.
An analysis of variance test~ANOVA ! of the speech intelli-
gibility scores was performed for the comparableS/N(A)
cases with and without added early reflections. There was a
statistically significant effect ofS/N(A) (p,0.001) but no
significant effect of the two types of reflection conditions
~direct sound only versus direct plus early reflections!.

For both series of reflection conditions, speech intelligi-
bility scores increased in a statistically significant manner
with increasingS/N(A) as was expected. However, there
was no identifiable difference between cases where the same
increasedS/N(A) was due only to varied direct sound and
those where it was due to varied added early reflections. In
these tests increased early reflection energy had the same
effect on speech intelligibility scores as increased direct
sound level.

2. Comparison of the effects of varied early reflection
levels for impaired and nonimpaired listeners

In a second analysis of the same data, subjects were
divided into two almost equal-sized groups according to their
measured hearing loss. Eleven subjects were classified as
nonimpaired and 10 as impaired. Their average HL charac-
teristics were given in Fig. 2. The mean speech intelligibility

scores are plotted versus measuredS/N(A) in Fig. 4 sepa-
rately for the impaired and nonimpaired listeners. As for the
combined results in Fig. 3, the mean speech intelligibility
scores increase with increasingS/N(A) but for correspond-
ing S/N(A) values the impaired listener group always had
lower intelligibility scores. That is, the trends of the results
are in agreement with expectation from previous studies that
have considered hearing-impaired listeners.13

Again the statistical significance of the results was tested
using ANOVA on the conditions with similarS/N(A). For
the nonimpaired subjects, there was a statistically significant
effect of S/N(A) but no effect of the difference between
sound fields with only direct sound and those with added
early reflections. Exactly the same result was obtained for the
impaired listeners’ results. However, when impaired and
nonimpaired listeners were compared for either condition of
direct sound only cases or added early reflections cases, there
was a statistically significant effect of the differences in HL.

Therefore these results show that both the impaired and
nonimpaired listeners benefit in a similar manner from added
reflections. Increasing theS/N(A) by adding early reflec-
tions has the same effect as increasing the level of the direct
sound on the resulting speech intelligibility scores for both
no-impaired and impaired listeners.

These results also reconfirm that hearing impaired listen-
ers need better conditions with higherS/N(A) values to en-
joy the same level of speech recognition. The results in Fig.
4 suggest that these particular impaired listeners would re-
quire approximately 5 dB higherS/N(A) values to have the
same intelligibility scores as the nonimpaired listeners.@For
these listeners there was an approximate linear relationship
between their measured HL and their speech intelligibility
scores. Thus more impaired listeners would appear to require
even betterS/N(A) for them to be equally able to understand
speech as less impaired listeners.#

FIG. 3. Mean intelligibility scores61 standard devia-
tion for each sound field condition for all listeners for
direct only and direct1early reflections cases.
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3. Evaluation of the effect of varied early reflection
levels in the presence of later arriving speech sounds

It was thought that the benefits of early reflections might
be masked or diminished by the presence of reverberant
sound which would normally be present in typical rooms
intended for speech communication. Therefore, a third series
of conditions was created that included varied levels of early
reflections in the presence of a fixed level of the direct sound
and reverberant sound. These conditions were identical to the
previous series of sound fields in which the level of early
reflections were varied but with a constant amount of added
reverberation as illustrated in Fig. 1. The acoustical measure-
ments of the conditions are summarized in Table III and
include reverberation times of 1.1 s representing a realisti-
cally reverberant condition for a room intended for speech
communication. The speech levels and theS/N(A) values in
Table III are termed effective because the speech levels are
based on the direct and early reflection energy and do not
include the later arriving speech energy. Thus these effective
speech levels andS/N(A) values are exactly the same as in
the test series where early reflection level was varied without
the inclusion of reverberation~given in Table II!.

Some subjects in this series of tests were different than
in the original tests. There were 10 nonimpaired subjects and
six impaired subjects. However, the average HL characteris-

tics of the impaired and nonimpaired groups were very simi-
lar to the previous group averages shown in Fig. 2. The
group average HL values for the subjects in these tests dif-
fered by less than 2 dB at most frequencies with a few dif-
ferences in higher frequency hearing loss of up to 4 dB.

The mean intelligibility scores are plotted versus effec-
tive S/N(A) in Fig. 5 along with the results for the previous
tests repeated from Fig. 4. The speech intelligibility scores
for the sound fields including reverberation follow similar
trends to those of the previous results and there seems to be
no significant effect of adding reverberation. Again this was
confirmed by ANOVA tests of the significance of the results.
There was a highly significant effect ofS/N(A) (p,0.001)
but no significant effect of the differences in the types of
reflections present.

These results confirm that the benefits of increased early
reflection energy occur for both the impaired and nonim-
paired listeners in the presence of a realistic amount of re-
verberation.

One might expect that adding reverberation would at
least reduce intelligibility scores for all listeners. This does
not occur because the detrimental effects of the added rever-
beration were relatively small compared to the negative ef-
fects of the simulated ambient noise. This is confirmed by
the almost invariantU50 values between corresponding cases

FIG. 4. Mean intelligibility scores for each sound field
condition for direct only and direct1early reflections
cases plotted for each hearing loss group.

TABLE III. Summary of acoustical measures for the direct1early1reverberant reflections sound field cases.
Speech level is the total speech level including direct sound, early reflections and late arriving speech sounds.
Effective speech level includes only the direct and early reflection speech energy.~Noise level 47.6 dBA.!

Speech
level
dBA

S/N(A)
dB

Effective
speech
level
dBA

Effective
S/N(A)

dB

C50

~1 kHz!
dB

U50

~1 kHz!
dB STI

EDT
~1 kHz!

s

RT
~1 kHz!

s

Direct1early1reverb
1 45.5 22.1 41.8 25.8 1.4 25.7 0.31 1.2 1.1
2 47.2 20.4 44.9 22.7 4.1 23.0 0.38 0.9 1.1
3 49.6 2.0 48.1 0.5 7.2 0.0 0.46 0.5 1.1
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shown in Table III for sound fields including reverberation
and those without reverberation shown in Table II.U50 is a
useful to detrimental sound ratio6 where useful is the sum of
the direct and early reflection energy arriving in the first 50
ms and detrimental is the sum of later-arriving speech sounds
and the ambient noise. Thus the reverberant energy is rela-
tively small compared to the ambient noise energy and there-
fore its detrimental effect is negligible for these cases. Of
course, this is similarly reflected in the almost identical
speech transmission index~STI! values in Table III to those
in Table II for the corresponding early reflections conditions.

4. Demonstration of the benefits of early reflections
when the talker’s head is turned

In most situations in rooms the presence of early reflec-
tions increases intelligibility by effectively enhancing the di-
rect sound component and hence increasing the signal-to-
noise ratio. However, in a number of situations where the
direct sound is blocked or reduced in amplitude, the intelli-
gibility of speech is more critically dependent on the pres-
ence of early reflection energy. One particular example is
when the talker is not pointing directly toward the listener
but is directing their speech in some other direction. For
example, when a teacher is talking to a class from the middle
of the classroom, there are listeners both in front of and
behind the talker. Due to the directionality of the human
voice, those listeners not directly in front of the talker will
experience reduced direct speech sound and this is especially
so at the higher frequencies, which are critical for recogniz-
ing consonant speech sounds.

The final speech intelligibility tests in simulated sound
fields were intended to demonstrate the importance of early
reflections when the direct speech sounds are reduced in
magnitude. The effect of the talker’s head turning were simu-
lated by modifying the spectrum of the direct speech sound
to be equivalent to measured speech spectra at angles of 0,
90, and 180 degrees relative to straight ahead of the talker.14

Subjects listened to speech representing these three talker
angles in sound fields with only a direct sound and also in
sound fields that also included early reflections. The se-
quence of early reflections was the same as used in the pre-
vious experiments and illustrated in Fig. 1. No attempt was
made to estimate changes in early reflections with talker
head turning because these would be as likely to increase as
to decrease in amplitude and hence to not systematically af-
fect intelligibility.

Figure 6 plots the mean speech intelligibility scores ver-
sus talker angle for cases with a direct sound only and also
for cases with added constant early reflections. Without early
reflections, mean intelligibility decreases dramatically with
talker head turning similar to the results of Plomp and
Mimpen.15 However, when early reflections were included,
there was only a small reduction in intelligibility even when
the taker’s head was turned 180 degrees~that is, facing away
from the listener!. These changes in intelligibility scores can
be related to corresponding changes inS/N(A) values. With-
out early reflectionsS/N(A) values changed from22.2 to
28.7 and to217.5 dB for angles of 0, 90, and 180 degrees.
However when early reflections were included the corre-
spondingS/N(A) values were20.6, 23.9, and25.4 dB.

The results in Fig. 6 indicate that if there were no early
reflections and the talker’s head turned 90 degrees, listeners
would find it very difficult to understand speech. If the talk-
er’s head was turned 180 degrees it would be completely
impossible to understand speech without the benefit of early
reflections. Clearly in many situations, it is only possible to
understand speech in rooms because of the presence of early
reflections.

III. THE RELATIVE IMPORTANCE OF EARLY
REFLECTION ENERGY IN TYPICAL ROOMS

The results presented in the preceding section have con-
firmed the benefit of early reflections to obtaining adequate
speech intelligibility in rooms for both impaired and nonim-

FIG. 5. Mean intelligibility scores for each sound field
condition for direct only, direct1early, and direct
1early1reverberant reflections cases plotted separately
for each hearing loss group. In calculating effective
S/N(A) values, the reverberant speech sound was ex-
cluded from the signal level.
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paired listeners. Early reflections were seen to effectively
enhance the direct sound and also to compensate for reduced
or weaker direct sound components. This section is intended
to provide an initial examination of the relative magnitude of
the early reflection energy that is found in actual rooms.

The direct sound energy will decrease with distance so
that direct speech levels would frequently be unacceptably
low at more distant listening positions in many rooms. In
many cases this lack of direct sound energy is compensated
for by added early arriving speech reflection energy. The
experiments in the previous section confirm that the speech
energy in early reflections is equally beneficial to intelligibil-
ity as similar speech energy in the direct sound. Thus we can
expect speech energy arriving within the first 50 ms after the
direct sound (E50) to be useful to increasing intelligibility. If
the direct sound is represented approximately by the energy
arriving in the first 10 ms (E10), then the ratio ofE50/E10 is
a measure of the benefit provided by early arriving speech
reflection energy. Thus the early reflection benefit~ERB! is
proposed as a simple measure of the effectiveness of a
room’s acoustical design obtained by measuring the relative
benefit of the early reflection energy,

ERB510 log$E50/E10% dB.

Values of ERB were determined for several rooms used for
unamplified speech communication. The ERB values were
calculated from measures of the relative sound level or
strength~G! for the first 10 ms (G10) and the first 50 ms
(G50) of the impulse responses in each octave band. The
relative sound levelG is given by

G510 logH E
0

`

p2~ t !dtY E
0

`

pA
2~ t !dtJ dB,

wherep(t) is the pressure response in the measured impulse
response andpA(t) is the response to the same source in a
free field at a distance of 10 m.G10 and G50 are similarly

calculated with the upper limit of the first integration set to
10 and 50 ms, respectively.

The early reflection benefit~ERB! was then calculated
as

ERB5G502G10 dB.

The current initial analyses were based on averages of the 1
to 4 kHz octave bandG50 and G10 values because these
frequencies are most important for the intelligibility of the
weaker consonant sounds.

A. Boardroom

Acoustical data from a 390 m3 boardroom in which im-
pulse response measurements had been made were first con-
sidered. The room contained a large elongated table with
seating for 22 people. Measurements were made in the un-
occupied condition. Figure 7 plots ERB values versus
source–receiver distance in this boardroom. These ERB val-
ues indicate that with added reflection energy the effective
speech level is 2 to 8 dB greater than the direct sound level
and that there is a systematic increase in the benefit from
early reflections with increasing source–receiver distance.
There is some scatter about the mean trend that may have
been influenced by the presence of a large glass dome in the
ceiling over the boardroom table.

These results suggest that it is quite possible for early
reflection energy to increase the effective or useful speech
level by as much as 8 dB. This is even greater than the
maximum increase of16 dB included in the speech intelli-
gibility tests in simulated sound fields.

B. Four rooms for speech

The generality of the results from the boardroom were
further explored by considering measurements in four other
rooms that represent a range of conditions intended for un-
amplified speech communication. Descriptions of the board-
room mentioned above and the four other rooms are included

FIG. 6. Mean speech intelligibility scores versus hori-
zontal angle of the talker’s head relative to directly
pointing towards the listener for sound fields with and
without added early reflections.
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in Table IV. They varied from a round table meeting room
with a considerable amount of added sound absorption~used
for teleconferencing! to a small auditorium and a small the-
atre.

ERB values were again calculated from averages of the
1 to 4 kHz octave-bandG50 and G10 values obtained from
impulse response measurements. All measurements were for
unoccupied conditions. The resulting ERB values for posi-
tions in all four rooms are plotted versus source–receiver
distance in Fig. 8. There is again an approximate linear trend
for ERB values to increase with increasing source–receiver
distance. The maximum ERB values at the largest source–
receiver distances are close to19 dB.

These results indicate that the effect of early reflections
in rooms is equivalent to an increase in the direct speech
level of up to 9 dB. Increases tend to be greatest for listeners
farthest from the talker. That is, rooms naturally tend to help
intelligibility most where the help is most needed farthest
from the source. Figure 9 compares measured impulse re-
sponses at two locationsA ~closer to the source! andB ~far-
ther from the source! in the Playhouse theatre. In Fig. 8 the
ERB at positionB is seen to be approximately 4 dB greater
than at positionA. The impulse responses in Fig. 9 clearly
illustrate the much greater number of significant reflections
at the more distantB position. Presumably the amount of
early reflection benefit can be influenced by the room acous-
tics design. At the rear of many rooms it may only be pos-

sible to understand speech because of the benefits of early
reflections. Adding too much absorbing material or inappro-
priate shaping of reflecting surfaces could reduce the level of
beneficial reflections and the related level of speech intelli-
gibility.

The slope of the mean trend for the data from the board-
room in Fig. 7 is steeper than that for the data from the four
rooms in Fig. 8. A brief examination of data from larger
auditoria indicated even lower slopes. Thus the variation of
benefits of early reflections may depend on the overall room
size as well as the source–receiver distance. The ERB mea-
sure indicates the relative importance of early reflections
relative to the direct sound and is not simply related to over-
all sound levels or strength values~G!.

IV. DESIGN EXAMPLE CALCULATIONS

This section explores the use of a modern room acous-
tics computer model to evaluate the effects of room design
on the relative strengths of early reflections in rooms for
speech. The ODEON~version 4.0! software was used to cal-
culate impulse responses in a small 200 seat lecture theatre
with a volume of just over 1000 m3. The room had a steeply
sloping seating area and is illustrated in Fig. 10. It was simi-
lar to the room referred to as M50 in Fig. 8 and Table IV.

In the first calculation example, the magnitude of early
reflection energy was varied by varying the height of this

FIG. 7. Measured values of the early reflection benefit
in a boardroom.

TABLE IV. Descriptions of the rooms from which acoustical measurement data were obtained.

Name Description
Number

seats Volume, m3 RT~1 kHz!, s

Boardroom Boardroom 22 390 m3 1.4
Ridgemont School auditorium 750 2800 m3 1.2
M50 Lecture theatre 200 1020 m3 0.6
Playhouse Small theatre 690 7000 m3 1.0
RCMP Round table teleconferencing/

meeting room
15 867 m3 0.26
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FIG. 9. Measured broadband impulse responses in
terms of pressure squared versus time at locationsA and
B from Fig. 8 in the Playhouse theatre. They are nor-
malized to the same direct sound amplitude and the
same start time to facilitate the comparison.

FIG. 10. Sketch of the room used in the calculation
examples showing the optimized configuration with a
room volume of 1092 m3. The eight receiver positions
~solid circles! and the position of the source~open
circle! having the directivity of a human talker are also
shown.

FIG. 8. Measured values of the early reflection benefit
in four rooms intended for unamplified speech commu-
nication.
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room. The audience seating area was absorptive and the
other surfaces were highly reflective. When the ceiling
height ~at the front of the room! was increased from 7 m to
10 m the volume increased from 1092 m3 to 1777 m3. Figure
11 shows the calculated ERB values versus source–receiver
distance for both ceiling heights. The details of the design
cases are summarized in Table V. The calculated results
show that the lower ceiling increases the benefit from early
reflections by up to 3 dB. Of course, the lower ceiling case
also has a lower reverberation time~see Table V!, which
would also be preferable for speech.

Figure 12 compares calculated results for the same
lower ceiling room shape with varied absorptive treatments.
The live case is the same as the lower ceiling case in the
previous comparison. Only the audience area was absorptive
for this case. The dead case corresponds to adding material
that is 60% absorptive to all of the walls and ceiling in ad-
dition to the absorptive audience area. The optimized case
corresponds to 70% absorptive material added to the shaded
areas in Fig. 10. It was hoped that this optimized design
would better control reverberant sound without unduly re-
ducing early reflection energy. Figure 12 shows that for a
given source–receiver distance the dead case shows much
smaller ERB values than the other two cases. That is, when
there is too much absorptive treatment, the early reflection

energy is reduced by up to 5 dB relative to the live case.
However, the ERB values for the optimized case are almost
the same as for the live case. Thus, it seems possible to
adjust the details of the design to maximize the relative mag-
nitude of early reflection energy.

The measurement results in Figs. 7 and 8 as well as the
calculation results in Figs. 11 and 12 show how the relative
importance of early reflections tends to increase with increas-
ing source–receiver distance. These types of results can be
more completely understood when shown in terms of the
total early arriving level. Figure 13 plots results for the same
calculations as in Fig. 12 in terms ofG50 values versus ERB
values. For the dead caseG50 values decrease by 6 dB when
moving from nearer to the source to the farthest receiver
position. For the live and optimized casesG50 values de-
crease by only 3 dB with increasing source–receiver distance
because there are larger amounts of beneficial early reflection
energy which lead to larger ERB values. By comparingG50

values for the dead case with corresponding values for the
optimized case, it is seen that optimizing the absorptive treat-
ment can increaseG50 values by as much as 4 dB. That is,
the effective signal-to-noise ratio was increased by up to 4
dB. In many situations a 4 dBincrease in effective signal-to-
noise ratio would lead to significant increases in speech in-
telligibility ratings. ~It is interesting to note that if the treated

FIG. 11. Calculated 1 kHz ERB values versus source–receiver distance for
the high-live ~higher ceiling! and live ~lower ceiling! room design cases.
~Table V includes descriptions of the designs.!

TABLE V. Details of the calculation examples for the room illustrated in Fig. 10. Treatment corresponds to the
shaded area in Fig. 10. Audience areas had a 1 kHzabsorption coefficient of 0.8.

Case
Height,

m
Volume,

m3

Absorption coefficients~1 kHz!
RT ~1 kHz!,

sWalls & ceiling Treatment

High-live 10 1777 0.03 None 3.5
Live 7 1092 0.03 None 1.9
Dead 7 1092 0.6 None 0.34
Optimized 7 1092 0.03 0.6 1.1

FIG. 12. Calculated 1 kHz ERB values versus source–receiver distance for
the live, dead, and optimized room design cases.~Table V includes descrip-
tions of the designs.!
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and untreated surface areas are reversed the same increased
ERB does not occur.!

Of course, there are many possible approaches to opti-
mizing a particular room design and larger improvements in
ERB values than indicated in these results may be possible.
However, the complete room acoustics design process must
also include consideration of late-arriving sound levels. In-
creasing early reflection levels by decreasing the total
amount of sound absorption will also tend to increase the
later arriving sound levels. The optimum design will also
have to consider the level of ambient noise because a truly
optimum design must maximize the effective signal-to-noise
ratio, which is expected to correspond to maximizing the
useful-to-detrimental sound ratios. However, to explore all of
the various combinations of room designs and ambient noise
conditions is much beyond the scope of this paper.

V. DISCUSSION

These new results have confirmed that early reflections
of speech sounds are important for achieving adequate
speech intelligibility in rooms and have approximately the
same effect as increased direct sound energy for both non-
impaired and impaired listeners. Where the direct sound is
particularly weak, such as when the talker’s head is turned
away from the listener, or at positions towards the rear of
many rooms, early reflections are essential to achieving ad-
equate intelligibility.

The impaired subjects in this study were assumed to
have peripheral hearing loss due to some combination of
presbycusis~as the dominant factor! and noise induced hear-
ing loss. However, the precedence effect is thought to func-
tion at a more central cognitive level.16 There is therefore no
reason to expect that subjects with mild to moderate periph-
eral hearing loss will not benefit fully from the precedence
effect. Thus the current results, showing that both impaired
and nonimpaired listeners benefited equally from early re-

flections, are readily explained and lend credence to the be-
lief that the precedence effect is due to higher level process-
ing in the brainstem and auditory cortex.

The early reflection energy can be up to 9 dB greater
than that of the direct sound. It is therefore more important
than the direct sound and it is of primary importance that the
room acoustics design attempts to maximize early reflection
energy.

The common practice of focussing on reverberation time
as the primary acoustical design parameter can distract us
from the more important details of the acoustical design of
rooms for speech. Obtaining an optimum reverberation time
should not be thought of as a primary design goal but as
something that is a consequence of the need to maximize
early reflections without including excessive later arriving
reflection energy. Ignoring the critical benefits of early re-
flections would lead to the conclusion that a reverberation
time of 0 s. would be preferred. This misconception has been
encouraged by experiments in which the positive effects of
increased sound levels were either ignored or deliberately
controlled~e.g., Ref. 17!. A minimum reverberation time is
of course not a desirable goal and the added absorption re-
quired to achieve very short reverberation times could se-
verely attenuate early reflections that make it possible for us
to hear speech in many situations. The result of the real need
to maximize early reflection energy without excessive later
arriving reflections leads us to a related need for a nonzero
optimum reverberation time. The actual optimum reverbera-
tion time will vary with room size and ambient noise level.
However, there is not a precise optimum value for some
particular condition but a relatively broad range of accept-
able values.18

Although later arriving reflections are undesirable, con-
trolling them should not be the first priority. The first priority
for the acoustical design of rooms for speech should be to
maximize the total energy in the direct sound and early ar-
riving reflections of the speech sounds.~The live case in Sec.
IV is an example of only maximizing the early reflections.! A
second priority would be to ensure, that there is not exces-
sive later-arriving reflection energy, usually by determining
that conventional goals for optimum reverberation times are
approximately met.~The optimum case in Sec. IV is a simple
example of combining these first two design steps.! How-
ever, it is much more important for designers to focus efforts
on maximizing early reflections and hence increased ERB
values than on small differences in reverberation times. A
room that is slightly too reverberant is probably better for
speech than one that is too dead and hence likely to be lack-
ing in critical early reflection energy. Early reflections can
increase the effective speech level by up to 9 dB, but even
doubling the reverberation time would only increase late ar-
riving sound by only about 3 dB and even this increase in
unwanted late arriving sound can be insignificant relative to
excessive ambient noise. Of course, achieving adequately
low ambient noise levels is usually even more important than
any aspect of room acoustics design.19

FIG. 13. Plot of the relative early sound level,G50 versus ERB for the 1
kHz results shown in Fig. 12.
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VI. CONCLUSIONS

The results of the new studies presented in this paper
show that increased early reflection energy has the same ef-
fect on speech intelligibility scores as an equal increase in
the direct sound energy. This was true for both nonimpaired
listeners and for listeners with mild to moderate hearing
threshold shifts. These impaired listeners are thought to be
representative of a significant portion of the population.

In typical rooms for speech, early reflection energy in-
creases the effectiveS/N(A) by up to 9 dB. This would lead
to very important increases in speech intelligibility scores in
typical rooms for speech. That is, early reflections are impor-
tant for good speech communication and in many situations
where the direct sound is reduced they are essential to satis-
factory speech communication. For example, when the talker
is not facing the listener or for listeners near the rear of many
rooms, it is only due to the benefits of early reflections that
we are able to satisfactorily understand speech.

Room acoustics design for speech should focus first on
maximizing early reflection energy. Although it is also im-
portant to avoid excessive reverberant sound, adding large
amounts of absorption to achieve very short reverberations
times may degrade intelligibility due to reduced early reflec-
tion levels.

The ratio of the early arriving energy in the first 50 ms
of impulse responses, to the energy associated with the direct
sound is termed the early reflection benefit, ERB, and is
proposed as a useful measure of the effectiveness of a room’s
acoustical design.

While the hearing impaired listeners in this study ben-
efited from added early reflections, there is a need to verify
that this is also true for some other special groups. Further
studies are required to determine whether younger and older
listeners as well as more severely impaired listeners similarly
benefit from early reflections.

Much of this is not totally new. In the introduction to a
1964 review paper Lochner and Burger stated,4 ‘‘...we know
that reverberation time in itself gives very little indication of
the suitability of a room for speech; rather, given the integra-
tion and masking characteristics of the hearing system, the
intelligibility of speech will be determined by the reflection
pattern of the room.’’ Perhaps it is time to make a more

serious effort to apply our understanding of the importance
of early reflections to the design of rooms for speech.
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A water-filled impedance tube capable of improved measurement accuracy and precision is reported.
The measurement instrument employs a variation of the standardized two-sensor transfer function
technique. Performance improvements were achieved through minimization of elastic waveguide
effects and through the use of sound-hard wall-mounted acoustic pressure sensors. Acoustic
propagation inside the water-filled impedance tube was found to be well described by a plane wave
model, which is a necessary condition for the technique. Measurements of the impedance of a
pressure-release terminated transmission line, and the reflection coefficient from a water/air
interface, were used to verify the system. ©2003 Acoustical Society of America.
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I. INTRODUCTION

Impedance tubes are commonly used to measure the
acoustic properties of materials and structures~wind instru-
ments, acoustical filters, etc.! with air or other gases as the
host medium. The technology is mature, as evidenced by an
extensive literature~see reviews by Beranek1 and Dalmont2!,
the availability of standardized techniques,3,4 techniques for
specialized cases,5,6 and the availability of commercially pro-
duced impedance tubes. Despite this maturity, measurement
of impedance still requires great care and very careful con-
trol of the measurement parameters, such as system tempera-
ture and sensor position.2 Absolute calibration of impedance
tube measurements remains difficult. There is currently no
accepted material for use as a standard reference.3 Measure-
ment precision~repeatability! can be reported, but in most
cases, accuracy is estimated or inferred by comparison to
theory or to the results of other measurement techniques.

The need for acoustic properties measurement also ex-
ists for materials or structures with water as the host me-
dium, but there are two additional barriers to the realization
of a water-filled impedance tube. The first is the minimiza-
tion of elastic waveguide effects which result from the cou-
pling between the fill-liquid and the tube walls. The second
is the measurement of acoustic pressure without perturbation
of the field within the tube and absent of any signal corrup-
tion from wall motion.

There have been a number of water-filled impedance
tube techniques and measurements reported in the literature.
These include pulse tubes,7,8 active cancellation tech-
niques,9,10 and two-sensor transfer function techniques.11,12

Although frequency independent, the water/air interface has
been used in two of these works for measurement
validation.7,11 It approximates a pressure-release surface with
a reflection coefficientR52151/180°. Using a pulse
tube technique, and reporting only the phase of the complex
reflection coefficient, Kuhlet al.7 reported a maximum de-
viation of approximately 10° from the expected value of

180°. Adapting the standardized two-sensor transfer function
technique for use in water, Corbett11 reported measurements
of reflection coefficient magnitude and phase that deviated
from the expected values by as much as 10% and 30°, re-
spectively.

Reported here is a water-filled impedance tube instru-
ment, which utilizes the two-sensor-three-calibration
technique13 and is capable of improved accuracy and preci-
sion. Although the present instrument operates between 5
and 9 kHz, the basic technique is not limited to such a small
range of operation. The two-sensor-three-calibration tech-
nique is reviewed in Sec. II. Performance improvements
were achieved through minimization of elastic waveguide
effects, discussed in Sec. III, and through use of a nonintru-
sive wall-mounted acoustic pressure sensor, discussed in Sec.
IV. For the two-sensor method to succeed, the acoustic
waves traveling within the impedance tube, specifically be-
tween the sample and the acoustic sensors, must be plane
waves to a high degree of approximation. Experiments used
to validate the plane wave behavior of the waveguide used in
the impedance tube are presented in Sec. V. In Sec. VI, the
impedance tube instrument is described, the performance of
the system is reported, a comparison to other systems is
made, and the results of a measurement error analysis are
presented.

II. METHOD OF IMPEDANCE MEASUREMENT

The standard two-sensor method3 requires plane wave
propagation within a rigid tube and relies on the ability to
noninvasively measure acoustic pressure at two positions in
the tube. Using the measurement scheme illustrated in Fig. 1
and excitation of the source with random noise, the transfer
function is measured between the two acoustic pressure sen-
sors. This transfer function is a complex quantity composed
of the amplitude ratio and phase difference between the
acoustic pressure measured at positions 1 and 2. From the
transfer function measurement, one can calculate either the
complex reflection coefficient or the normal specific acoustic
impedance at the interface.3 In the standard method, a cali-a!Electronic mail: psw@bu.edu
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bration procedure must also be performed using a sensor
switching technique and a strongly absorbing termination.
Switching wall-mounted sensors back and forth between the
two measurement positions~with the required precision! is
impractical with a water-filled tube, as is a strongly absorb-
ing termination. Therefore, the two-sensor-three-calibration
method13 is used, in which no sensor switching or absorptive
termination is required. Instead, calibration is achieved
through the use of three reference terminations with known
impedance values. Otherwise, the method is equivalent to the
standard method.

An open-ended, water-filled tube of the same inner di-
ameter and wall thickness as the impedance tube is used as
the reference termination. The water height is varied to
achieve terminations of three different lengths, which are
selected such that resonance and antiresonance are avoided,
thereby greatly reducing the importance of a detailed theo-
retical description of the loss mechanisms.13 This require-
ment limits the usable frequency range for any set of three
reference terminations to about two octaves. Multiple sets of
reference terminations~and hydrophone spacings! are re-
quired in order to realize an increased frequency range.

The procedure and theoretical formulation from Ref. 13
for measurement of impedance using the two-sensor-three-
calibration technique is summarized below. A complete deri-
vation is given in Ref. 13. The frequency is kept below cutoff
for the first higher-order mode, such that only plane waves
travel within the tube. The calibration is performed first, with
the reference terminations and the impedance tube filled with
distilled water with known densityr1 and sound speedc1 .
One measures the transfer functiony(i) for each of the three
reference terminationsZ(i) . Subsequently, measurement of
the transfer functiony for any unknown termination yields
its impedancez in terms of the three calibration transfer
functions andr1c1 ,13

z

r1c1
5

A1B1C

D1E1F
, ~1!

where

A5Z(1)Z(3)~y(1)2y(3)!~y2y(2)!,

B5Z(1)Z(2)~y(2)2y(1)!~y2y(3)!,

C5Z(3)Z(2)~y(3)2y(2)!~y2y(1)!,

D5Z(1)~y(3)2y(2)!~y(1)2y!,

E5Z(2)~y(1)2y(3)!~y(2)2y!,

F5Z(3)~y(2)2y(1)!~y(3)2y!.

The reference terminations are modeled as pressure-release-
terminated transmission lines, with dimensionless imped-
ancesZ(1), Z(2), andZ(3), each given by

Z(i)5z(i) /r1c15 i tankdi , ~2!

wherek5v/c1 , the length of the termination isdi , and a
time dependence exp(ivt) has been assumed. It is reiterated
that if the calibration lengthsdi are chosen such that reso-
nance and antiresonance of Eq.~2! is avoided, loss mecha-
nisms can be neglected and a real wave numberk5v/c1 is
sufficient. This is demonstrated in Sec. VI.

III. ELASTIC WAVEGUIDE EFFECTS

The plane wave assumption used in the derivation of
Eqs. ~1! and ~2! is easily satisfied with an air-filled im-
pedance tube at low enough frequencies, because the tube
walls are effectively rigid. For acoustic propagation within a
water-filled impedance tube with steel walls, a number of
elastic waveguide effects can arise, including a dispersive
sound speed, radial particle displacement, wavefront curva-
ture, and the existence of at least one higher-order mode at
all frequencies.

Del Grosso14 obtained particle displacement field equa-
tions @Eqs.~23!, Ref. 14# and a dispersion relation@Eq. ~24!,
Ref. 14# for the axisymmetric modes of an inviscid-liquid-
filled cylindrical tube with arbitrary-thickness elastic walls,
where the outermost radial boundary condition was approxi-
mated as pressure release. These equations were used to
evaluate a variety of candidate waveguide dimensions, using
stainless steel as the wall material. The calculations indicate
that a wall-thickness to inner-radius ratio close to unity re-
sults in less than 1% dispersion in the lowest-order mode
~labeled ET0 by Del Grosso!, up to approximately the rigid
waveguide cutoff frequency. The ET0 mode exhibits nearly
plane wavefronts and little radial particle motion. The next
higher-order mode~ET1! persists down to zero-frequency
but it displays about 14 times more wavefront curvature and
about 20 times more radial particle motion than ET0. Based
on these results, it appears that waves excited by a piston
source isolated from the wall of the cylinder should couple
well into ET0 and poorly into ET1, leaving only plane-like
waves propagating in the waveguide.

Although Del Grosso’s results have been experimentally
verified for a number of cases,15 experiments were conducted
to confirm the theory for the parameters of interest here. A

FIG. 1. A schematic diagram of the impedance tube system is shown. A
cylindrical tube has a piston-source at the bottom. Acoustic pressure sensors
are wall mounted at positions labeled 1 and 2. Below the interface, the tube
is filled with distilled water with known propertiesr1c1 . Above the inter-
face, a material with unknown propertiesr2c2 fills the tube to a heightdi .
Sensor 1 is positioned a distancel from the interface and sensor separation
distance iss. Coordinate axes indicate the longitudinalx and the radialr
directions.
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thick-walled stainless steel cylindrical tube was employed
with dimensions and material properties shown in Table I.
An aluminum piston driven by a mass-loaded piezoelectric
element~shown in Fig. 2! was fitted to the bottom of the
tube, which was positioned vertically and filled with distilled
and degassed water. Time-of-flight measurements were con-
ducted inside the tube using a miniature hydrophone~Brüel
and Kjær Model 8103! positioned just under the surface of
the water at the open end of the tube. Four cycle sinusoidal
pulses were generated and these propagated back and forth
between the source and the open end. The hydrophone signal
was band pass filtered and recorded using a digital oscillo-
scope. The pulses were sufficiently separated in time and the
time between pulses was extracted using autocorrelation
analysis. Results obtained at several frequencies are pre-
sented in Fig. 3 and compare favorably with Del Grosso’s
Eq. ~24!. The predicted and measured dispersion from 3 to
15 kHz is less than 0.5%, and the speeds are just a few
percent below the intrinsic medium sound speed.

Wavefront curvature was measured by scanning a
1-mm-diam needle hydrophone across the top of the tube, 1
cm below the water surface. Continuous wave excitation was
used and rms pressure measurements, made with a digital
oscilloscope, were recorded as a function of position. The
radial pressure profiles exhibited a concave-up curvature.
Deviation between the acoustic pressure at the center of the
tube and at the wall was 1% at 5 kHz, 2% at 10 kHz and 5%
at 15 kHz, in qualitative agreement with predictions made
using Del Grosso’s Eqs.~23!.

These measurements confirm that the field inside the
waveguide is not truly plane. A small amount of dispersion
and wavefront curvature is present. It is shown in Sec. V that
despite this deviation from plane wave behavior, a plane
wave model is sufficient to describe propagation inside this
waveguide.

IV. ELIMINATION OF PERTURBATIONS CAUSED BY
SENSORS

Corbett11 reported that hydrophones deployed within a
water-filled impedance tube could perturb the acoustic field
and, along with sensor location uncertainty, could contribute
significantly to impedance measurement error. Wall-mounted
sensors could be less invasive and positioned with greater
accuracy, but tube wall motion prevented their use. Calcula-
tions using Del Grosso’s Eqs.~23! and~24! indicated that for
the waveguide parameters given in Table I, both radial and
longitudinal particle motion is present in the tube wall. A
wall-mounted hydrophone with reduced wall coupling in
both directions is needed. However, a high impedance in the
radial direction must be maintained since the wall-mounted
sensor must not appear as an acoustically soft region in the
wall.

This was achieved using a lead-zirconate-titanate~PZT!
disc transducer mounted in a cylindrical steel housing, as
shown in Fig. 4.16 The two parts of the housing are threaded
together and compress the mica/PZT/mica layered stack be-
tween the steel window and the base of the housing, which
results in sensitivity to acoustic pressure at the center of the
steel window. The mica layers electrically isolate the PZT

TABLE I. Material and geometric parameters of the experimental wave-
guide discussed in Secs. III–V are shown. The inner liquid was distilled
water, with sound speedc1 calculated from a temperature measurement and
density r1 . The tube wall material was grade 304L stainless steel, with
longitudinal and transverse sound speedscl andct , respectively,22 and den-
sity rs measured by volumetric displacement of a small sample. Tube di-
mensions are inner radiusa, outer radiusb, and lengthL.

Sound speeds

Densities DimensionsWater 304L s.s.

c151491 m/s cl55640 m/s r15998 kg/m3 a52.54 cm
ct53070 m/s rs57970 kg/m3 b55.08 cm

L5150.2 cm

FIG. 2. A schematic diagram of the sound source is shown in a cut-away
view. A Tonpilz-type transducer is enclosed and mounted in an air-filled
stainless steel housing. The active elements, labeled~* !, are decoupled from
the housing using rubber o-rings. The housing is sealed to the impedance
tube using another o-ring in the flange~not shown!. The electrical wiring
~not shown! exits the housing through a water-proof cable pass-through.

FIG. 3. Measured waveguide phase speed is compared to Eq.~24! from Del
Grosso14 for the planelike ET0 mode. The values are normalized byc1 , the
intrinsic sound speed in water for the experimental temperature. Error bars
due to60.5 mm uncertainty in waveguide length and 2.5-ms time resolution
are shown.
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element and help to decouple shearing motion between the
sensor housing and the PZT element, yet stiffness in the ra-
dial direction is maintained. Isolation from wall motion is
primarily provided by the two rubber o-rings. Despite being
free to move in the radial direction in response to aconstant
radial force, the density and stiffness of the hydrophone re-
sults in a highacousticalinput impedance. Some clearance
must be present between the sensor and the mounting hole,
so that the o-rings provide isolation. However, too much
clearance results in acoustic energy loss. A mounting hole
with a diameter 0.4%–0.8% larger than the hydrophone’s
diameter was found to be sufficient.

An experiment was conducted to verify that the presence
of these hydrophones did not significantly perturb the acous-
tic field inside the impedance tube. Using the same arrange-

ment described in Sec. III, the source was excited with a
broadband signal and a spectrum analyzer was used to mea-
sure the acoustic pressure as a function of frequency. Spectra
were measured in the tube before the mounting holes were
drilled and again after the hydrophones were installed. The
average deviation between the before and after spectra was
approximately 0.5 dB in the operating range of the imped-
ance tube, 5–9 kHz.

Air trapped in the clearance gap and in the o-ring
grooves can also introduce acoustic energy loss and alter the
boundary conditions at tube wall. It is difficult to prevent this
unless the insertion of the hydrophones into the mounting
holes is done underwater. If this is not possible, wetting of
the phones in degassed water prior to insertion is helpful.
Subsequent filling of the impedance tube with degassed wa-
ter will then allow for the dissolution of any trapped air. In
practice, this can take a number of hours but the effect of
trapped air is easily detectable. With a highly reflective
water/air interface terminating the impedance tube, the mea-
sured transfer function between the hydrophones will exhibit
sharp peaks and nulls in a properly functioning and air-free
system. These extrema are due to nulls in the pressure field
which occur at integer multiples of a half wavelength from
the top of the tube. The presence of even minute air bubbles
will change the effective sound speed and induce acoustic
energy loss and thereby shift the frequency and reduce the
sharpness of these extrema.

V. VERIFICATION OF PLANE WAVE PROPAGATION

Two experiments were conducted to determine if a plane
wave model was sufficient to describe acoustic propagation
in the impedance tube. Furthermore, propagation measure-
ments serve as an additional check that the wall-mounted
sensors do not perturb the field.

In the first experiment, the frequency response of the
open water-filled tube was measured, as described in Sec. IV,
and the resonance frequencies were obtained. A piston driven
by an electromagnetic shaker was used as a source in this
experiment. Modeling it as a simple harmonic oscillator with
constant force input, suspension stiffnesss and piston mass
m, resonance of the combined source/tube system occurs
when17

vm2s/v1r1ceffS tankeffL50, ~3!

where v is the angular frequency,S is the cross-sectional
area,L is the length of the tube andkeff5v/ceff . The phase
speed predicted by Del Grosso’s Eq.~24! averaged across the
experimental frequency range was used as the effective
sound speedceff in the tube, which was 1463 m/s for the
experimental temperature of 25.5 °C. Equation~3! was
solved numerically, using the parameters from Table I and
previously measured16 source parametersm50.187 kg and
s53500 N/m. The results are shown in Fig. 5. Once the
dynamics of the source are considered, a plane wave model
with an effective sound speed based on the properties of the
elastic waveguide is sufficient to make accurate resonance
predictions.

The experiment was repeated at a 51 different positions
down the center of the tube, which yielded measurements of

FIG. 4. ~a! A schematic diagram of the wall-mounted hydrophone is shown
in a cut-away view. The radial direction is indicated with an arrow and the
letter r . ~b! A more detailed schematic of the hydrophone is shown in ex-
ploded view. The dimensions of the disk-shaped PZT element are: 6.35 mm
diameter32.54 mm thick. A shielded cable~not shown! is potted into the
cable compartment. Mechanical drawings and additional details are
available.16 Hydrophone sensitivity is223363 dB re 1 V/mPa from 1 to 20
kHz.
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the standing wave pattern at a number of frequencies. The
pressure amplitude of standing plane waves in a tube with a
velocity boundary condition atx50 and vanishing pressure
at x5L is given by

p~x!5A0

sin@keff~L2x!#

coskeffL
, ~4!

whereA0 is an amplitude factor proportional to piston veloc-
ity, and keff5v/ceff2ia0. Agreement between measurement
and Eq.~4! is seen in Fig. 6, where the measured data have
been normalized by the maximum pressure at each fre-
quency,A0 was set to unity, the predicted effective sound
speed wasceff51450 m/s at the experimental temperature of
20.6 °C, anda050.09 m21 was obtained from the best fit
between measurement and Eq.~4! at the pressure null near
x50.4 m in the bottom frame of Fig. 6.

The experimental results shown in Figs. 5 and 6 indicate
that a plane wave model, suitably modified by the use of an
effective sound speed, is capable of describing the resonance
frequencies and standing wave patterns of the current water-

filled waveguide. There is a small amount of attenuation in
the system but the imaginary part of the wave number is less
than 1

2% of the real part above 5 kHz.

VI. IMPEDANCE TUBE INSTRUMENT

The length of the tube already described was appropriate
for propagation studies but the effects of attenuation, already
seen to be small, are further reduced by minimizing the tube
length. Following tube length and sensor separation distance
guidelines given in the ASTM standard document,3 an im-
pedance tube and sample holder were constructed using tube
radii nominally the same as those already discussed. Tube
dimensions are presented in Fig. 7 and a schematic diagram
of the instrumentation and supporting equipment appears in
Fig. 8. The piezoelectric-driven piston source described in
Fig. 2 was used but any piston-type source is sufficient, as
long as it is decoupled from the tube wall and excites plane
waves with a signal to noise ratio greater than 10 dB.3 Note
that increasing the sensor separation distances lowers the
minimum usable frequency of the instrument and decreasing
the inner radius of the tube increases the maximum usable
frequency.3,13

A. Measurement procedure

The first step in the procedure involves measurement of
the effective propagation speed in the tube. System calibra-
tion is sensitive to small changes in the speed of sound in the
tube and therefore sensitive to temperature, which is moni-
tored using a digital multi-meter and a thermocouple at-
tached to the outside of the tube. Calibration and sound
speed measurement must be repeated if the temperature of
the tube changes by about 0.5 °C but the higher heat capacity
of water makes the water-filled impedance tube less sensitive
to room temperature changes than an air-filled tube.

The tube is filled with distilled and degassed water, pref-
erably several hours before operation. This insures tempera-
ture equilibrium and the dissolution of any air trapped be-
tween the sample holder and the tube, around the source

FIG. 5. Measured resonance frequencies of the open, water-filled tube are
shown and compared to the model. The solid line is drawn through the
resonances predicted by Eq.~3! for the combined source/tube system. The
dashed line is drawn through the resonances predicted by Eq.~3! with m
5s50, representing the acoustics of the tube with no source.

FIG. 6. The standing wave pattern within the impedance tube at four fre-
quencies: Measurement~open circles! and Eq.~4! ~solid line!.

FIG. 7. The dimensions of the impedance tube and sample holder are
shown. The material is 304L stainless steel. The two sections are attached
using flanges. If needed, a thin mylar sheet can be fitted between the sample
holder and the tube, to separate the sample from the water below the inter-
face.

3249J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Wilson et al.: An improved water-filled impedance tube



piston, or around the hydrophones. The water level is ob-
tained to approximately 0.05 mm accuracy by using the bi-
filar microscope to measure the distance from the water sur-
face to the top of the tube. Signal generation and transfer
function measurement is performed by a Hewlett-Packard
89410A signal analyzer. The sound source is driven with
5-9-kHz periodic chirps or band-limited pseudorandom
noise; chirps are useful for single short-time measurements
and noise is useful for time-averaged measurements. The
transfer functiony0 between the two wall-mounted hydro-
phones is measured and from the position of nulls and peaks,
the in situ sound speedceff can be calculated based on the
water level.

The system is now ready for the three calibration mea-
surements to be performed. The lengths 1.5, 2.5 and 3.5 cm
are selected to avoid any extrema, as previously mentioned.
The appropriate volume of water is removed by monitoring
the milligram balance and a transfer function (y(1), y(2),
y(3)) is measured for each length (d1 , d2 , d3). This com-
pletes the calibration procedure. The unknown material is
installed and the transfer functiony is measured. The un-
known impedance is then calculated using the three calibra-
tion measurements (y(1), y(2), y(3)) and Eq.~1!. In order to
minimize bias error in the transfer function measurements,
the resolution bandwidth is minimized and a sufficient num-
ber of averages obtained.18 If a membrane is used to separate
the sample from the water below the interface, the lengths of
the calibration terminations must be set by removal of water
from the top of the tube with a volumetric pipette.

The calibration can be verified efficiently by using the
first transfer function measurementy0 as a test case. This
corresponds to a fourth length of fluidd0 , which can be
considered a pressure-release-terminated transmission line,
whose length is known from the microscope measurement.

B. Verification of impedance tube system

The pressure-release-terminated transmission line de-
scribed by Eq.~2! has a complex, frequency dependent input
impedance. Short lengths with no resonances or antireso-
nances are used as calibration terminations and losses are
neglected. Longer transmission lines do contain extrema and
serve as a difficult test for any impedance tube because their
input impedances can vary over several orders of magnitude.
Verification measurements are compared to a model in which

propagation in the bulk fluid is still considered lossless but
interaction with the walls will be accounted for using a com-
plex wave number

k̂5
v

ceff
1~12 i !awalls. ~5!

The approximationv/ceff@awalls is assumed and thermal
losses are considered negligible compared to viscous losses,
which are characterized by19

awalls5
1

a
A mv

2r1ceff
2 , ~6!

wherea is the inner radius of the tube and the viscosity of
distilled water is taken to bem50.90731023 kg/(m•s),
r15997 kg/m3, ceff51457 m/s, all at the experimental tem-
perature of 24.0 °C.

Energy also leaves the system via the water/air interface
at the open end of the sample holder. Approximating this as
a piston in an infinite baffle and using Eq.~8.68b! in Ref. 17,
one finds that in the 5-9-kHz frequency range, the magnitude
of the radiation impedance varies about the progressive plane
wave value (rc)air and possesses an average value within 6%
of (rc)air . The sample holder was therefore modeled as a
layer of water terminated with an infinite length air-filled
transmission line, with input impedance

z5r1ceff

11R

12R
, ~7!

where the three-medium reflection coefficient is17

R5
~12r 1 /r 3!cosk̂d1 i ~r 2 /r 32r 1 /r 2!sink̄d

~11r 1 /r 3!cosk̂d1 i ~r 2 /r 31r 1 /r 2!sink̂d
. ~8!

Losses are neglected for the water below the sample holder
and for the air outside, thereforer 15r1ceff and r 35(rc)air

5411 Pa•s/m at 24.0 °C. Losses are accounted for within the
sample holder usingk̂ and r 25r1 v/ k̂. The height of the
water within the sample holder isd.

Two verification measurements are shown in Fig. 9 and
compared with predictions given by Eqs.~5!–~8!. Pseudo-
random noise excitation was used, with a Hann window, a
resolution bandwidth of 5 Hz, and 50 averages.

To verify that the lossless description of the reference
terminations used in the calibration was appropriate, the for-
mulation given by Eq.~7! was compared to Eq.~2! for the

FIG. 8. The impedance tube system, including support
equipment and instrumentation, is shown in a schematic
diagram. Signals from the acoustic pressure sensors~la-
beled 1 and 2! are conditioned with a charge amplifier
and recorded with a Hewlett-Packard 89410A signal
analyzer, which also generates the excitation signal. A
power amplifier increases the voltage of the excitation
signal. A bifilar microscope is used to measure the
height of the fluid column relative to the top of the tube.
Additional details are given in the text.
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three reference termination lengths and found to differ in
magnitude by at most 8 parts in 10 000 and typically by less
than 2 parts in 10 000. In addition, Eq.~7! was substituted for
Eq. ~2! and then Eq. ~1! was recalculated for thed
513.98 cm case. The difference between this and the mea-
surement result shown in Fig. 9, averaged across 5–9 kHz,
was less than 0.0012 dB. The greatest difference, which only
occurred at a few data points immediately surrounding the
extrema, was less than 1 dB.

The reflection coefficient of a water/air interface was
used for further system verification. The impedancez was
measured from a water/air interface and converted to a re-
flection coefficient by usingR5(z2r1ceff)/(z1r1ceff). The
result is shown in Fig. 10 and should be compared to the
expected value ofR.1/180°. The increased scatter below
6 kHz is due to reduction of signal-to-noise ratio caused by
the limited frequency range of the source used in this system.
This is most apparent in Fig. 10, but can also be seen in the
phase measurement for the 14-cm case in Fig. 9.

In order to compare this reflection coefficient measure-
ment to the two others that were found in the literature,7,11

phase and magnitude values were averaged across the 5-9-
kHz frequency range to obtain mean values, representing ac-
curacy. Measurement range was used to create error bars,
representing precision. The three are compared in Fig. 11. It
is clear that for this particular case, the present impedance

tube yields the most accurate and precise measurement.
The repeatability of the instrument was examined by

obtaining 50 impedance measurements of the 14-cm length
air-terminated transmission line over the course of 35 min.
Each of the individual measurements was made as described
for Fig. 9, except a periodic chirp was used as the excita-
tion signal. It was found that the measured impedance was
changing over time in a manner quantitatively consistent
with a length change due to evaporation of water from the
open end of the sample holder. This trend was removed and
the standard deviation of the magnitude and phase of the
impedance at each frequency bin was calculated and then
averaged over the 5-9-kHz frequency range. The result, rep-
resenting frequency-averaged repeatability, was60.0035 dB
re r1ceff in impedance magnitude and60.027° in imped-
ance phase.

C. Measurement error

A number of authors have analyzed the sources of error
in the two-sensor impedance tube measurement tech-

FIG. 9. The system was verified by measuring the impedancez of two
different air-terminated transmission lines. The theoretical prediction given
by Eq.~7! is shown with solid lines and measurements are shown with open
circles. Magnitude and phase ford513.98 cm appears in~a! and ~b!, and
for d58.40 cm in~c! and ~d!. Only every sixth measurement data point is
shown, so that the theoretical curves remain visible.

FIG. 10. The measured phase and magnitude of the reflection coefficient of
a water/air interface is shown.

FIG. 11. Accuracy and precision of three impedance tube systems as ex-
pressed in the measurement of the reflection coefficient of a water–air in-
terface. Open circles represent the average measurement values and the error
bars represent the measurement ranges for the 5–9-kHz frequency range.
The 1947 and 1983 data were obtained from Ref. 7~p. 429! and Ref. 11~p.
91!, respectively. Only phase data was reported in Ref. 7.
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nique.18,20,21There are two classes: errors associated with the
measurement of transfer functions and errors associated with
the other measured parameters~sensor position, length of the
reference terminations, speed of sound within the impedance
tube!. Approximate analytical formulations exist for the pre-
diction of the former class of error, which is proportional to
the magnitude of the reflection coefficient. Highly reflective
terminations, such as those used here, are subject to the
maximum error. Direct numerical simulation is used for the
later class. A theoretical analysis of error using these tech-
niques was done for this impedance tube16 and the results are
reported here, in terms of rms error in magnitude and phase
of impedance, averaged across the 5-9-kHz frequency range.
The approximate predicted impedance measurement error for
a 14-cm-long pressure-release-terminated transmission line
is 0.190 dB in magnitude and 0.42° in phase. Assuming that
the theoretical curves shown in part~a! and ~b! of Fig. 9
represent the true impedance, the actual measurement error
was 0.28 dB in magnitude and 0.95° in phase, which is in
reasonable agreement with the predicted error.

VII. CONCLUSIONS

The two-sensor-three-calibration impedance measure-
ment technique has been implemented in a water-filled im-
pedance tube. For the technique to be successful, propaga-
tion within the tube must be limited to plane waves and
measurement of acoustic pressure must be achieved without
perturbation of the acoustic field within the tube. The first
criterion was met by minimization of the elastic waveguide
effects which are inherent in a liquid-filled tube. Using an
elastic waveguide model for a cylindrical tube, inner and
outer wall radii were found which minimized these effects
over the frequency range of interest, 5–9 kHz. The second
criterion was met by using a vibration isolated, wall-mounted
acoustic pressure sensor, with a high acoustic input imped-
ance that maintained the sound-hard boundary condition
along the tube wall.

Using a water/air interface as a reference termination,
the performance of the present water-filled impedance tube
system was compared to the performance of earlier systems
and increased measurement accuracy and precision was
found. Although the present instrument was designed for a
particular range of frequencies, tube radii and sensor posi-
tions could be modified for use at other frequencies.
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The fractional Fourier transform~FrFT! provides a valuable tool for the analysis of linear chirp
signals. This paper develops two short-time FrFT variants which are suited to the analysis of
multicomponent and nonlinear chirp signals. Outputs have similar properties to the short-time
Fourier transform ~STFT! but show improved time-frequency resolution. The FrFT is a
parameterized transform with parameter,a, related to chirp rate. The two short-time
implementations differ in how the value ofa is chosen. In the first, a global optimization procedure
selects one value ofa with reference to the entire signal. In the second,a values are selected
independently for each windowed section. Comparative variance measures based on the Gaussian
function are given and are shown to be consistent with the uncertainty principle in fractional
domains. For appropriately chosen FrFT orders, the derived fractional domain uncertainty
relationship is minimized for Gaussian windowed linear chirp signals. The two short-time FrFT
algorithms have complementary strengths demonstrated by time-frequency representations for a
multicomponent bat chirp, a highly nonlinear quadratic chirp, and an output pulse from a
finite-difference sonar model with dispersive change. These representations illustrate the
improvements obtained in using FrFT based algorithms compared to the STFT. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1570434#

PACS numbers: 43.60.Cg, 43.60.Lq, 43.80.Ka, 43.30.Zk@JCB#

I. INTRODUCTION

This paper introduces two methods for short-time imple-
mentation of the fractional Fourier transform~FrFT!. These
methods produce time-frequency representations with similar
properties to the spectrogram or short-time Fourier transform
~STFT!, but provide better joint resolution for chirp signals
than the conventional representations.

The FrFT is ideally suited to the analysis and synthesis
of linear chirp signals. The linear chirps are signals which
exhibit a linear change in instantaneous frequency with time
and are of particular interest for sonar systems, acoustic com-
munications and channel characterization.

Following a brief introduction to the FrFT, recovery of
time-frequency information directly from the transform pa-
rameters is considered and an optimal-order fractional Fou-
rier transform for a known linear chirp signal is defined.

The FrFT of the Gaussian function has Gaussian support
in all fractional domains. Comparative variance measures are
introduced for the FrFT and ordinary Fourier transforms of
Gaussian windowed linear chirp signals. These are used to
estimate the processing gain in using the FrFT over the con-
ventional Fourier transform with chirp signals. An uncer-
tainty relationship is given for Gaussian windowed linear
chirp signals processed using the FrFT. This is seen as the
most natural extension of the conventional inequality and is
minimized for the two orthogonal domains in which the sig-
nal finds its narrowest and widest spread.

The piecewise linear description of a nonlinear chirp

signal is demonstrated using a series of nonoverlapping
short-time FrFTs. The use of maximally overlapping trans-
forms to estimate instantaneous frequencies is discussed and
two fully automated short-time fractional Fourier transforms
are put forward, which differ only in their optimization pro-
cedures.

These short-time methods can produce time-frequency
representations for general non-stationary signals, but are
most effective in the analysis of signals which contain con-
tinuously varying frequencies. For example, FM components
in the vocalization of the Minke whale1 and bottlenose dol-
phin whistles2 would be well suited to FrFT analysis. These
techniques will also be of value in analyzing acoustic char-
acteristics of channels and systems excited by chirp signals.

The value of chirp-based methods to acousticians is il-
lustrated by related techniques which have been recently re-
ported. Where speed is of vital importance, the Fourier ex-
tension method3 is likely to be of interest. This technique,
similar in principle to the FrFT, involves premultiplication of
an input signal by a complex chirp, followed by transforma-
tion using the FFT. The process can be tuned to the detection
of particular signals through choice of the chirp parameters.
Time-frequency information has been recovered from the
outputs alongside further practical research on the time and
rate resolutions available in discrete domains.4 Another
chirp-based method, of interest for its generality, resolution
and low computational cost, is Gribonval’s fast matching
pursuit algorithm which builds a time-frequency signal rep-
resentation from a set of chirp-modulated Gabor atoms.5

The data presented in this paper have been selected to
illustrate the range of applications and complementary
strengths of the short-time FrFTs and include a multicompo-

a!Based in part on a paper given at the 142nd Meeting of the Acoustical
Society of America, Ft. Lauderdale, Florida, 2001.

b!Electronic mail: C.Capus@hw.ac.uk
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nent bat echolocation pulse, a synthetic quadratic chirp, and
a pulse from a finite difference sonar simulation model with
suspected dispersive change.

II. THE FRACTIONAL FOURIER TRANSFORM

The FrFT has received much attention in the optics lit-
erature since its proposal by Namias,6 though it remains little
used in acoustics. The FrFT formula below, Eq.~1!, is a
slightly modified form of that given by McBride and Kerr,7

Fa f ~x!5
exp@2 j ~ 1

4pŵ2 1
2w!#

~2pusinwu!1/2
expS 1

2
jy2 cotw D

3E
2`

`

expS 2
jxy

sinw
1

1

2
jx2 cotw D f ~x!dx, ~1!

where,a: $0.0,a,1.0% defines the transform order,w5a~p/
2!, andŵ5sgnw. There are two special cases:F0f (x) is the
identity transform, returning the input signal;F1f (x) is
equivalent to the ordinary Fourier transform.

The variablesx and y emphasize the generality of the
transform, rather than assuming time and frequency for the
domains. Even with an input time signal, except for the spe-
cial cases ofF0s(t) andF1s(t), the transform output lies in
neither the time domain nor the frequency domain.

A. Time-frequency interpretation of the FrFT output

Almeida8 has provided a set of steps to describe compu-
tation of the FrFT, which can be related to the integral trans-
form as follows:

~1! Step 1. Multiply the input signalf (x) by the linear chirp

exp(12 jx2 cotw), whose rate is determined by the trans-
form order.

~2! Step 2. Perform a scaled Fourier transform,
*exp(2jxy/sinw)f(x)dx. The scaling factor, 1/sinw, is
also dependent on the fractional transform order.

~3! Step 3. A second chirp multiplication, which occurs in
the transform domain—indicated by the change of vari-

able, exp(12 jy2 cotw).
~4! Step 4. The last step involves multiplication by the com-

plex scalar, exp2j@(1/4)pŵ2(1/2)w#/(2pusinwu)1/2.

The two chirp multiplication stages have been described
in terms of sequential shearing of the time-frequency plane
parallel to the time and frequency axes.9 The resultant

discrete representation is characterized by a set of rhombic
elements produced by shearing of the time-frequency lattice
by cosw parallel to the time axis and sinw parallel to the
frequency axis, see Fig. 1. Combination of these shear op-
erations produces a rotation of the conventional time-
frequency axes, with the rotation angle,w, dependent on
transform order.

Overall these steps result in integration across the time-
frequency plane parallel to the rotated time axis. Calculation
of the ordinary Fourier transform can be similarly described
as integration in the time-frequency plane over all time, with
no axis rotation.

B. Discrete implementation of the FrFT

A number of discrete implementations of the FrFT
have been put forward. The most satisfactory, consistent
with the important properties of index additivity, unitarity
and reduction to discrete Fourier transform~DFT! for unit
order, are those based on the discrete Hermite–Gaussian
functions.10,11 To date there is no fast algorithm for exact
computation of the discrete FrFT. However, a fast
O(N logN) algorithm has been proposed, which calculates
an approximation to the discrete samples of the FrFT with
sufficient accuracy for many applications.12 A definitive fast
FrFT will be a welcome addition to the signal processing
canon, but is not necessary for demonstration of the short-
time algorithms in this paper. Where consideration is given
to differences in execution times, these are between short-
time methods, rather than due to the particular discrete FrFT
implementations used.

FIG. 1. Shearing in the time-frequency plane and discrete FrFT elements:
~a! Conventional time-frequency lattice with rectangular elements;~b! shear
of ~a! parallel to time axis by cosw; ~c! shear of~a! parallel to frequency
axis by sinw; ~d! combination of~b! and ~c! equivalent to rotation byw.
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III. TRANSFORM OPTIMIZATION

The FrFT parametera is used to tune the transform to
provide an optimal response to a given linear chirp signal.
When the axis rotation depicted in Fig. 1 is matched to the
chirp rate of the signal, the magnitude response reaches its
maximum.

In the general linear chirp formula,ej (at21bt1c), it is the
rate parametera to which the transform order is matched.
The matching process is described geometrically through a
plot of the signal’s instantaneous frequency,f8(t)52at
1b, calculated as the derivative of its phase function,13 see
Fig. 2.

Integration across the time-frequency plane for the
a-order FrFT produces a signal representation in the domain
defined by theua axis in Fig. 2. Two transform orders having
this same output domain are shown, with axis rotations
a~p/2! and ~22a!~p/2!. Taking the simplest case, the opti-
mal order for this signal is defined by

aopt5
2

p
w52

2

p
tan21S 1

2aD . ~2!

The time-frequency discretization for a sampled signal,
with time measured in seconds and frequency in Hz, is most
easily treated using the linear chirp formulaej 2p(at21bt1c).
Under these conditions the geometry of Fig. 2 gives

aopt52
2

p
tan21S d f /dt

2a D , ~3!

where

d f 5frequency resolution5 f s /N and

dt5time resolution51/f s ,

f s5sampling frequency,

N5number of samples.

Hence,

aopt5
2

p
w52

2

p
tan21S f s

2/N

2a D . ~4!

Equation~4! is used to calculate the optimal order FrFT
for a sampled linear chirp signal with known chirp rate. Con-
versely, Eq.~4! can be rearranged to estimate a signal’s chirp
rate once the optimal order FrFT has been found.

The position of the maximum peak within the optimal
fractional Fourier domain is related to the signal’s center
frequency. Once again, from the geometry of Fig. 2,

b5b sinw5b sinS a
p

2 D . ~5!

In the discretely sampled domains the relationship is
given by

Ma5M f sinw5
b

d f
sinw5

bN

f s
sinw, ~6!

whereMa and M f are the numbers of samples offset from
the centers of the fractional and frequency domains, respec-

tively. The anglew5ap/2 is that calculated using Eq.~2! or
Eq. ~4!, for the optimal order transform.

IV. MEASURING PROCESSING GAIN

Transform optimization maximizes the response to a
given linear chirp signal and the FrFT with orderaopt pro-
vides the most compact fractional domain representation for
that linear chirp signal. As with the ordinary Fourier trans-
form, choice of a windowing function is an important factor
in determining output resolution. In signal processing, the
Gaussian window is commonly used for a number of practi-
cal reasons. First, the Fourier transform of the Gaussian is
itself Gaussian. Second, the Gaussian minimizes the time-
frequency uncertainty relationship with regard to the Fourier
transform.14

The short proof given in the Appendix shows that simi-
lar conditions apply under the FrFT. The extension to dis-
crete domains is made through consideration of the discrete
sampling relationships between orthogonal domains and a
method is given for calculation of the spread of the Gaussian
windowed linear chirp signal in any fractional domain. This
provides a measure which is used in Sec. VII for quantitative
comparisons between short-time fractional Fourier methods
and the STFT.

A. The uncertainty principle in fractional domains

The fractional domain variance formula derived in the
Appendix describes the spread of the Gaussian in terms of
the standard deviation in the time domain,s t ,

sa
25

sin2 w

s t
2

1s t
2 cos2 w. ~7!

This is closely related to the uncertainty principle, which
in signal processing is usually defined in terms of the signal’s
energy density, the magnitude squared.13,14 In this case the
relationship is

FIG. 2. Geometric interpretation of the relationship between linear chirp
rate,a, and fractional Fourier transform order,a.
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sa
25

sin2 w

4s t
2

1s t
2 cos2 w. ~8!

For a signal that is relatively wide in the time domain,
s t.1.0, the value ofsa

2 is minimized fora51.0⇒w5p/2,
which defines the Fourier transform. This givessa5sv

51/2s t , and corresponds to the case for which the uncer-
tainty relationship, given in Eq.~9!, reaches equality,

s tsv> 1
2. ~9!

Recall thataopt defines the fractional domain providing
the most compact representation for a linear chirp signal. The
termsamax and correspondingwmax define the domain with
the broadest signal representation. These two orthogonal do-
mains liea51.0 apart, withamax5aopt21.0, and are linked
by the ordinary Fourier transform.

The value ofsa is minimized whenw5wopt. This is
consistent with the uncertainty relationship previously de-
rived for the product of the spreads of a real signal in two
arbitrary fractional domains.15 The inequality is in fact mini-
mized for any Gaussian windowed linear chirp signal repre-
sented in the two orthogonal domainssmax and sopt, with
transform orders dependent on chirp rate. Indeed under these
conditions the relationship reduces to a generalized form of
Eq. ~9!,

smaxsopt>
1
2. ~10!

The variance of the FrFT of a Gaussian windowed linear
chirp can now be calculated in any fractional domain and
consequently the variance of the ordinary Fourier transform
of a Gaussian windowed linear chirp can also be calculated.
For these restricted classes of signal, Eqs.~A6! and ~A7!
provide comparative compression measures for the ordinary
and fractional Fourier transforms in both the continuous and
discrete cases.

While these measures apply specifically to the trans-
forms of linear chirp signals, they are also appropriate for
estimation of the spread of the transforms of Gaussian win-
dowed nonlinear chirp signals. The accuracy of the estimate
will depend on the length of window used, which must be
small enough to ensure a reasonable linear approximation to
the signal over that time duration.

V. SHORT-TIME FRACTIONAL FOURIER
TRANSFORMS

The requirement for transform optimization leads to sev-
eral possibilities for short-time implementation of the FrFT.
Two automated variants of the short-time fractional Fourier
transform~STFrFT! are described below.

These implementations have some factors in common.
Both use overlapping short-time windows which tend to
smooth the output and further smoothing is achieved through
choice of an appropriate windowing function. In the follow-
ing examples a Gaussian window is applied for the reasons
outlined in Sec. III. Values are calculated only for the time
center of each window. This approach, with maximally over-
lapping short-time windows, provides frequency information

at each time instant through calculation of the projection of
the ua output domain onto the vertical frequency axis, see
Fig. 3.

Surprisingly, this procedure simplifies the transform cal-
culation, since the implied rescaling in projection from the
fractional domain to the frequency domain is achieved
through removal of the 1/sinw scaling factor from the trans-
form definition, Eq.~1!. Furthermore, computing only the
central column of data for the time-frequency representation
eliminates the need to calculate rotation factors and the need
to average over several transforms which may have different
orders. These are important considerations in the realization
of practical short-time transforms, giving improved execu-
tion times through reduced computational complexity.

The differences between the short-time implementations
lie in the automated transform optimization procedures,
which involve finding ana value for each of the short-time
transforms that reflects the chirp rate of the input signal. The
first method utilizes a global optimization procedure. The
second is based on local optimization.

A. Globally optimized STFrFT

The globally optimized STFrFT uses an identical trans-
form order for each short-time section and provides the fast-
est method for implementing a short-time FrFT. If the signal
characteristics are known in advance, the order can be pre-
calculated and supplied as a parameter to the algorithm, ob-
viating the requirement for optimization altogether. Optimi-
zation aside, use of a discrete FrFT withO(N logN) complex
multiplications would allow the globally optimized STFrFT
output to be calculated in similar time to the conventional
STFT.

The fractional Fourier domain space lends itself well to
hill-climbing searches. When signal characteristics are not
known in advance a simple automated optimization routine
is used to find the transform order giving the global maxi-
mum response for the entire input signal.

The algorithm automatically recalculates the transform
order for the length of the specified short-time windows. The

FIG. 3. Projection of the FrFT output perpendicular to theua axis in the
time-frequency plane provides an instantaneous frequency distribution at the
window’s time center.
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required recalculation, derived from Eq.~4!, follows from
the dependence ofaopt on the number of samples in the
transform frame:

aopt~M)5
2

p
tan21F N

M
tanS aopt~N!

p

2 D G , ~11!

where, aopt(N) defines the optimal transform order for the
completeN-sample signal andaopt~M) defines the equivalent
order for the short-time window withM samples in the trans-
form frame.

B. Locally optimized STFrFT

The alternative to global optimization is to search for a
separate optimal order for each short-time window. The lo-
cally optimized STFrFT uses an exhaustive search routine,
which calculates many FrFTs at differenta values for each
section and searches for the one giving the maximum mag-
nitude response. It is far more time consuming than the glo-
bally optimized STFrFT, requiring calculation ofN2M
times as many FrFTs, whereN is the number of samples in
the complete signal andM is the number of samples in the
short-time transform frame. The actual number of calcula-
tions required for either method is dependent on the desired

precision in transform order. A more sophisticated search
routine could be used to reduce the computational overhead
to some degree.

These two short-time approaches are compared with the
STFT for a number of signals below.

VI. BIOACOUSTICS: THE BAT CHIRP

An echolocation pulse from the Big Brown Bat is given
in Fig. 4. The FrFT has previously been used in a four-
parameter atomic decomposition algorithm, showing this sig-
nal to contain three strongly linear chirp components.16 Frac-
tional domain filtering techniques have also been used to find
and separate four near linear chirp components in the
signal.17 A time-frequency plot showing these components is
reproduced in Fig. 5 and gives a good linear interpretation of
the time-frequency localization of the four constituent chirps.

The four-component interpretation of the bat signal is
backed up by the STFT, though the magnitude image in Fig.
6, produced with a 128-sample sliding Gaussian window,
suggests some nonlinearity in the their time-frequency rep-
resentations. For further investigation, consideration is ini-
tially only given to the largest component. The filtered single
chirp is shown in Fig. 7.

FIG. 4. 2.5 ms echolocation pulse from the Big Brown Bat,Eptesicus
fuscus.

FIG. 5. The bat signal described as four linear chirp components in the
time-frequency plane.

FIG. 6. Short-time Fourier transform of the bat signal calculated using a
128-point sliding Gaussian window.

FIG. 7. Time-domain representation of the largest of the bat chirp
components.
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The input signal is subdivided into nonoverlapping 64-
sample subframes and the optimal FrFT is calculated for
each, yielding the best-fit piecewise linear approximation in
Fig. 8~a!. The lines have been plotted using values calculated
from the optimal transforms using Eqs.~4! and ~6! and give
correct time-frequency plots relative to the time centers of
each subframe. This representation demonstrates the emer-
gence of some of the nonlinearity, though the pattern breaks
up at the edges where there is little signal energy.

Figure 8~b! provides an alternative representation of the
signal by projecting the entire transform for each subframe
across the time-frequency plane. The rotation angle for each
section is calculated from the optimal transform order. This
gives an indication of the spread in frequency which accom-
panies the use of a 64-sample time window. The output has
been scaled using the magnitude of the filtered component
chirp in the time domain.

A similar approach has been put forward for an optical
adaptive windowed FrFT for spatial filtering.18 Spatial sepa-
ration into nonoverlapping regions was achieved using a pe-
riodic grating, with the transform order for each region de-
termined by the focal lengths of a series of lenses separated
by free space. For signal analysis, the FrFT-based algorithms

presented in this paper have the advantage that they give
time-frequency information directly rather than providing a
fractional domain representation of the signal at each time
instant.

Globally and locally optimized STFrFT outputs for the
entire bat signal using a 128-point sliding Gaussian window
are given in Figs. 9 and 10, respectively. These images show
output magnitude only and have been scaled to use the entire
8-bit dynamic range of the image format.

Both outputs show enhanced time-frequency resolution
over the STFT, given in Fig. 6. The degree of improvement
can be seen more readily through comparison of data for
single columns from each image. Figure 11 depicts the data
from the central column of each of the short-time transform
images. There are visibly tighter bounds on the spreads of
the signal energy corresponding to the largest components in
the two FrFT based methods. These overlap and are indistin-
guishable in the figure.

For this multicomponent signal, in which the deviation
from linearity is relatively small, the globally optimized
STFrFT output is likely to be preferred. In the locally opti-

FIG. 8. Fitting the nonlinearities in a single chirp component:~a! Linear chirp segments showing best fit to the signal over 64 sample subframes;~b! amplitude
scaled representation illustrating time-frequency resolution obtainable with the narrow 64-sample time window.

FIG. 9. Globally optimized short-time fractional Fourier transform of the
bat signal using 128-point sliding Gaussian window. The optimala50.773
order for the full signal translates intoa50.9409 for the windowed sections.

FIG. 10. Locally optimized short-time fractional Fourier transform of the
bat signal using 128-point sliding Gaussian window. Discontinuities are
seen at positions markedA–A andB–B.
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mized STFrFT output a number of discontinuities are seen as
optimization switches from one component to another, re-
flecting changes in the distribution of signal energy over
time. One such discontinuity is seen atA–A in Fig. 10 with
a sudden decrease in intensity in the first component, accom-
panied by a sudden increase in intensity in the second com-
ponent. The switch has occurred as a result of the change in
their relative contributions to the overall signal energy. The
discontinuity markedB–B arises because the optimization
procedure has difficulty locking onto any one signal compo-
nent in the low-energy tails of the signal.

VII. THE QUADRATIC CHIRP

The outputs of the two short-time FrFTs for a synthetic
quadratic chirp are contrasted below with the STFT for the
same signal. The signal, nominallyej 2p(160t32100t2130t), is
sampled in the range$t(s):20.5<t,0.5% at a sampling rate
of 512 Hz. Use of a synthetic signal, with a known functional
form, allows the instantaneous frequency for the input signal
to be plotted over the various time-frequency representa-
tions. The instantaneous frequency, calculated as the deriva-

tive of the signal’s phase is indicated by the white line in
each image. Figures 12–14 give the STFT, globally opti-
mized STFrFT, and locally optimized STFrFT, respectively.

The globally optimized STFrFT, having optimized on a
point early on in the signal, is unable to provide a good
description of the rising part of the quadratic. Similarly, the
STFT describes only a small part of the signal with good
accuracy, around the nadir of the quadratic.

This highly nonlinear chirp is described most accurately
by the locally optimized STFrFT. The differences can again
be more readily appreciated in graphed data. The plots in
Fig. 15 have been taken from the central column of each
image.

At this point the optimal transform order returned by the
locally optimized STFrFT isaopt50.938. This is used, in
conjunction with the Gaussian support measures derived in
the Appendix, to check that the plotted values accurately
mirror the expected behavior of the transforms.

With a 6s t5128 sample Gaussian window,smax'21.4
samples, estimated using Eq.~A8!. For the discrete signal,
Eq. ~A7! is used to calculate the expected variance in the
transform domain.

FIG. 11. Data from central columns of the bat chirp STFT, globally opti-
mized STFrFT and locally optimized STFrFT images plotted for compari-
son. The lines for the globally optimized STFrFT and locally optimized
STFrFT outputs are nearly coincident.

FIG. 12. Short-time Fourier transform of the quadratic chirp using 128-point
sliding Gaussian window.

FIG. 13. Globally optimized short-time fractional Fourier transform of the
quadratic chirp using 128-point sliding Gaussian window.

FIG. 14. Locally optimized short-time fractional Fourier transform of the
quadratic chirp using 128-point sliding Gaussian window.
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First for the STFT, in whichw5p/2.0 andwmax5@(aopt

21.0)p/2.0#'20.097 39,

sa
25

1282 sin2~1.570810.097 39!

4p221.42

121.42 cos2~1.570810.097 39!

50.897614.330355.2279⇒sa'2.2865. ~12!

Second for the optimal FrFT used in the locally opti-
mized STFrFT algorithm, in whichw5wopt, giving w
2wmax5p/2.0,

sa
25

1282 sin2~p/2!

4p221.42
121.42 cos2~p/2!

5
1282

4p221.42
50.9062⇒sa'0.9520. ~13!

Allowing for the 1/sinw scaling factor gives an expected
value for the frequency spread derived from the FrFT in this
latter case ofs f'0.9565. This gives expected 6s widths in
the STFT and locally optimized STFrFT of approximately 14
samples and 6 samples, respectively. These match the plotted

values well, indicating a good linear approximation to the
quadratic over this interval.

VIII. DETECTING DISPERSIVE CHANGE

Detection of changes in frequency with time can yield
important information regarding frequency-dependent dis-
persion. Figure 16 shows an input to a finite-difference time-
domain ~FDTD! sonar model. The model was expected to
introduce some numerical dispersion.

The output response, after some 15 ms of model time, is
shown in Fig. 17~a!. A crude estimate of the time-frequency
content of this pulse is obtained by plotting peak-to-peak
intervals against the central time point for each complete
period in the signal, Fig. 17~b!.

STFT and locally optimized STFrFT magnitude images,
produced with a 128-point sliding Gaussian window, are re-
produced in Figs. 18~a! and ~b!. This length of short-time
window provides the clearest indication of any frequency
change possible using the STFT. It would be difficult to ar-
gue that this image provides convincing evidence of rising
frequency with time. The locally optimized STFrFT output,
using the same window, provides better resolution of the
frequency changes in the tails of the signal. The discontinui-
ties in Fig. 18~b! represent changes in the optimal rate deter-
mined by the algorithm. A smoother output could be ob-

FIG. 15. Data from the central columns of the STFT, globally optimized
STFrFT and locally optimized STFrFT images for the quadratic chirp signal
plotted together for comparison of the degree of frequency localization for
each method.

FIG. 16. Input pulse to the FDTD sonar model.

FIG. 17. FDTD sonar model:~a! Post propagation pulse;~b! time-frequency plot generated from peak-to-peak spacings.
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tained by allowing a finer resolution in transform order,
though this would be at the expense of additional computa-
tion time.

The globally optimized STFrFT output is not presented
because it is indistinguishable from the STFT. The bulk of
the signal energy and hence the appropriate point for global
optimization lies in the central section where the best ap-
proximation is provided by a fixed frequency sinusoid.

IX. CONCLUSIONS

The fractional Fourier transform has been introduced as
an optimal approach to the analysis of linear chirp signals.
Analytic expressions for calculation of comparative variance
measures for the FrFTs and ordinary Fourier transforms of
Gaussian windowed linear chirps have been defined. These
have provided estimates of the performance of the FrFT-
based methods for comparison with the STFT. They have
also been related to the uncertainty principle for the spread
of real signals under the FrFT. It has been demonstrated
that this uncertainty relationship is minimized for Gaussian
windowed linear chirp signals represented in the orthogonal
fractional domains exhibiting maximum and minimum
spread.

Relationships between the FrFT output domains and the
time-frequency plane have been used to generate narrower
frequency distributions for windowed chirp signals than can
be obtained using the ordinary Fourier transform. This has
led to the specification of two short-time fractional Fourier
implementations. These provide time-frequency representa-
tions with similar properties to the STFT, but offer improved
performance in the analysis of a variety of nonstationary sig-
nals. They are particularly well suited to the analysis of
single and multiple, linear and nonlinear chirps. The im-
provement in performance over the STFT has been illus-
trated by the analysis of a bat echolocation pulse containing
four chirp components which overlap in both time and fre-
quency domains.

The globally optimized STFrFT has been proposed and
its effectiveness in highlighting the time-frequency structure
of the multiple chirp bat signal has been demonstrated. This
algorithm can be executed with an automatic global optimi-

zation step to calculate the appropriate optimal transform
order for the short-time windows. Alternatively, it can be
used with the order supplied as a parameter. In the latter case
the algorithm could be executed in similar time to the ordi-
nary STFT, using anO(N logN) discrete FrFT.

A locally optimized STFrFT has been developed which
calculates separate optimal orders for each short-time win-
dow. The speed of this algorithm is highly dependent upon
the accuracy with which the transform orders are calculated
and the sophistication of the search routines used. However,
it remains a time-consuming approach compared to the glo-
bally optimized STFrFT. Its advantage lies in its ability to
better represent strongly nonlinear chirp signals, demon-
strated by the analysis of a quadratic chirp. It is also more
sensitive to subtle changes in frequency and chirp rate in
regions with relatively low signal energy, as shown in its
ability to highlight dispersive change introduced by an
FDTD sonar model. With multicomponent signals, disconti-
nuities in the output are possible as optimization shifts from
one component to another reflecting changes in the distribu-
tion of signal energy.

In conclusion the two short-time FrFT algorithms have
been shown to perform well for the analysis of a variety of
chirp and multiple chirp signals.
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APPENDIX: PERFORMANCE MEASURES FOR
FRACTIONAL DOMAINS

For performance comparisons involving the FrFT it is
useful to have a measure which is consistent throughout all
fractional Fourier domains. One such measure is provided by

FIG. 18. Time-frequency representations for FDTD post-propagation pulse:~a! STFT using 128-point sliding Gaussian window;~b! locally optimized STFrFT
using 128-point sliding Gaussian window.
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the variance of the Gaussian windowing function. Equation
~A1! gives a general formula for the fractional Fourier trans-
form of the Gaussian,8

Fa expS 2c
t2

2 D5A12 j cotw

c2 j cotw
expS j

u2

2

~c221 cotw!

c21cot2 w
D

3expS 2
u2

2

~c csc2 w!

c21cot2 w
D . ~A1!

For current purposes a relationship is sought between
the spread of the function in the time domain and the spread
in the fractional domain. The first term in Eq.~A1!,
A(12 j cotw)/(c2j cotw), is a complex scalar, an amplitude
and phase shift, which does not affect the spread of the signal
representation in the transform domain. Likewise, the second
term exp@ j(u2/2)(c221 cotw)/(c21cot2 w)# is a quadratic
phase factor which does not alter the spread of the trans-
formed signal. The spread of the transform magnitude is de-
pendent only on the third term in Eq.~A1!, which is a Gauss-
ian function with a complicated variance.

This variance term, (c csc2 w)/(c21cot2 w), is rearranged
as follows:

~c csc2 w!

c21cot2 w
5

c

sin2 w

c21cot2 w

5
c

sin2 w~c21cot2 w!
5

1

c sin2 w1
cos2 w

c

. ~A2!

Bearing in mind thatc, seen on the left-hand side of Eq.
~A1!, is equivalent to 1/s t

2 in the standard definition of the
Gaussian,19 the variance of the signal in the transform do-
main can be written as

sa
25

sin2 w

s t
2

1s t
2 cos2 w. ~A3!

The extension to discrete signals can be made through
consideration of the discretization in both time and fre-
quency with respect to the DFT. The sample spacings in time
and frequency aredt51/f s seconds andd f 5 f s /N Hz, re-
spectively. So, fors t5m samples,

s t5m samples

[mdt5
m

f s
seconds,

~A4!

su5
1

st
5

f s

m
rads s21

[
f s

2pm
Hz

[
f s

2pm
4d f 5

f s

2pm
•

N

f s
5

N

2pm
samples.

The discrete Gaussian in the frequency domain has stan-

dard deviationsu5N/2pm samples, wherem is the standard
deviation in samples of the Gaussian in the time domain.

This version ofsu can be substituted for 1/s t in Eq.
~A3!. The revised formula, Eq.~A5!, redefines the FrFT vari-
ances for the discrete fractional Fourier transform of the
Gaussian, relative to the time domain variance. The resulting
values forsa give the FrFT Gaussian widths measured in
samples appropriate to the fractional domain in question,

sa
25

N2 sin2 w

4p2s t
2

1s t
2 cos2 w. ~A5!

Equation~A3! provides the variance for both the FrFT
of the Gaussian itself and also for the FrFT of a Gaussian
windowed fixed frequency sinusoid. The expression must be
modified, however, to account for the fractional domain
spread of a Gaussian windowed linear chirp signal. In this
case the optimal domain is neither the time nor the frequency
domain. The revised expression for the fractional domain
variance20 is

sa
25

sin2~w2wmax!

smax
2

1smax
2 cos2~w2wmax! ~A6!

or in the discrete case

sa
25

N2 sin2~w2wmax!

4p2smax
2

1smax
2 cos2~w2wmax!, ~A7!

where wmax5(aopt21.0)(p/2) can be calculated from Eq.
~2!. A good approximation tosmax, which improves with
increasingN,20 is given by

smax'U s t

cos~2wmax!
U. ~A8!
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11Ç. Candan, M. A. Kutay, and H. M. Ozaktas, ‘‘The discrete fractional
Fourier transform,’’ IEEE Trans. Signal Process.48, 1329–1337~2000!.

12H. Ozaktas, O. Arikan, M. Kutay, and G. Bozdag˜i, ‘‘Digital computation

3262 J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 C. Capus and K. Brown: Short-time fractional Fourier method



of the fractional Fourier transform,’’ IEEE Trans. Signal Process.44,
2141–2149~1996!.

13L. Cohen,Time-Frequency Analysis~Prentice-Hall, New Jersey, 1995!, pp.
15–17, 39–48.

14D. Gabor, ‘‘Theory of communication,’’ J. Inst. Electr. Eng., Part 393,
429–457~1946!.

15S. Shinde and V. Gadre, ‘‘An uncertainty principle for real signals in the
fractional Fourier transform domain,’’ IEEE Trans. Signal Process.49,
2545–2548~2001!.

16A. Bultan, ‘‘A four-parameter atomic decomposition of chirplets,’’ IEEE
Trans. Signal Process.47, 731–745~1999!.

17C. Capus, Y. Rzhanov, and L. Linnett, ‘‘The analysis of multiple linear
chirp signals,’’IEE Symposium on Time-Scale and Time-Frequency Analy-
sis and Applications~IEE, London, 2000!, pp. 4/1–4/7.

18D. Mendlovic, Z. Zalevsky, A. Lohmann, and R. Dorsch, ‘‘Signal spatial-
filtering using the localized fractional Fourier transform,’’ Opt. Commun.
126, 14–18~1996!.

19M. Abramowitz and I. Stegun,Handbook of Mathematical Functions~Do-
ver, New York, 1970!, pp. 927–931.

20C. Capus, ‘‘Time-frequency methods based on the fractional Fourier trans-
form,’’ Ph.D. thesis, Heriot-Watt University, Edinburgh, UK, 2002, pp.
48–69.

3263J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 C. Capus and K. Brown: Short-time fractional Fourier method



A nonlinear filter-bank model of the guinea-pig cochlear nerve:
Rate responses

Christian J. Sumnera) and Lowel P. O’Mard
Centre for the Neural Basis of Hearing at Essex, Department of Psychology, University of Essex,
Colchester CO4 3SQ, United Kingdom

Enrique A. Lopez-Poveda
Centro Regional de Investigacio´n Biomédica, Facultad de Medicina, Universidad de Castilla-La Mancha,
Campus Universitario, 02071 Albacete, Spain

Ray Meddis
Centre for the Neural Basis of Hearing at Essex, Department of Psychology, University of Essex,
Colchester CO4 3SQ, United Kingdom

~Received 15 March 2002; revised 13 February 2003; accepted 3 March 2003!

The aim of this study is to produce a functional model of the auditory nerve~AN! response of the
guinea-pig that reproduces a wide range of important responses to auditory stimulation. The model
is intended for use as an input to larger scale models of auditory processing in the brain-stem. A
dual-resonance nonlinear filter architecture is used to reproduce the mechanical tuning of the
cochlea. Transduction to the activity on the AN is accomplished with a recently proposed model of
the inner-hair-cell. Together, these models have been shown to be able to reproduce the response of
high-, medium-, and low-spontaneous rate fibers from the guinea-pig AN at high best frequencies
~BFs!. In this study we generate parameters that allow us to fit the AN model to data from a wide
range of BFs. By varying the characteristics of the mechanical filtering as a function of the BF it was
possible to reproduce the BF dependence of frequency-threshold tuning curves, AN rate-intensity
functions at and away from BF, compression of the basilar membrane at BF as inferred from AN
responses, and AN iso-intensity functions. The model is a convenient computational tool for the
simulation of the range of nonlinear tuning and rate-responses found across the length of the
guinea-pig cochlear nerve. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1568946#

PACS numbers: 43.64.Bt, 43.66.Ba@LHC#

I. INTRODUCTION

Models of signal processing in the auditory periphery
are important tools for advancing our understanding of hear-
ing. For example, in psychophysics, models of the cochlea
are important components in theories of the perception of
pitch ~Meddis and Hewitt, 1991a, b; Pattersonet al., 1995;
Pressnitzeret al., 2002!, the segregation of concurrent vow-
els ~Assman and Summerfield, 1990; Meddis and Hewitt,
1992!, and binaural precedence~Hartung and Trahiotis,
2001!. Computational models of auditory scene analysis also
include auditory peripheral models as front-ends~Brown and
Cooke, 1994; Ellis, 1996!. In audio engineering applications,
compression algorithms employ models of psychophysical
masking, to decide which parts of a signal can be safely
removed~e.g., Brandenburg, 1996; Brandenburg and Bosi,
1997!. Speech recognition systems also benefit from employ-
ing auditory models, as front-ends in noisy environments
~e.g., Ghitza, 1988; Hermansky, 1998; Tchorz and Kollmeier,
1999!.

In physiology, computational models of the AN are a
useful tool for investigating cochlear processing itself. Some
models, like the one here, attempt to reproduce complete

peripheral responses~Deng and Geisler, 1987; Jenisonet al.,
1991; Carney, 1993; Giguere and Woodland, 1994; Robert
and Eriksson, 1999; Zhanget al., 2001!. Such models inte-
grate facts and theories from a wide range of research in the
cochlea. They allow the investigation of speech coding in the
auditory periphery~e.g., Deng and Geisler, 1987; Jenison
et al., 1991! without the need for animal experimentation. A
suitably flexible model, such as presented here, can also be
used to simulate cochlear pathology~e.g., Schoonhoven
et al., 1994; Giguere and Smoorenburg, 1998; Lopez-Poveda
and Meddis, 2001b! and the responses to noise trauma~Sa-
chset al., 2002!, and thus has the potential to inform hearing
aid development. Peripheral models are also an essential pre-
requisite for the modeling ofin vivo responses in the brain-
stem~e.g., Hewitt and Meddis, 1992!.

Tuning in the cochlea is nonlinear~Rhode, 1971!. How-
ever, the mechanical filtering of the cochlea has traditionally
been modeled as a bank of parallel linear band-pass filters
~Pattersonet al., 1988!. Recently, there have been several
attempts to extend computational models to capture the
known nonlinear effects~Jenisonet al., 1991; Robert and
Erikson, 1999; Zhanget al., 2001; Goldstein, 1990, 1995;
Irino and Patterson, 2001!.

Meddiset al. ~2001! have also described an architecture
for modeling nonlinear mechanical filtering: the dual reso-
nance nonlinear~DRNL! filter. The DRNL filter has been

a!Author to whom correspondence should be addressed. Current address:
Kresge Hearing Research Institute, University of Michigan, Ann Arbor,
MI 48109-0506. Electronic mail: cjsumner@umich.edu
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shown, by use of different parameter sets, to reproduce the
different tuning and nonlinear basilar membrane~BM!
input–output~I/O! functions at different locations along the
cochlea. It also reproduces variations in phase response with
frequency and level, two-tone suppression, local distortion
products, and impulse responses on the BM. Using this filter
architecture, Lopez-Poveda and Meddis~2001a! modeled hu-
man psychophysical measures of tuning and compression at
different BFs.

Cochlea nonlinearities can also be measured at the level
of the AN ~Yateset al., 1990; Sachs and Abbas, 1974! where
they affect the shape of rate-intensity~RI! functions. In the
guinea-pig, there are three types of RI function:~a! ‘‘saturat-
ing:’’ having high SR, low thresholds, steep RI functions and
small ~;20 dB! dynamic ranges;~b! ‘‘sloping saturation’’
which have less spontaneous activity, higher thresholds, and
do not saturate completely, but show a sloping-saturation;
and~c! ‘‘straight’’ which have little or no SR, high thresholds
and no steep part in their RI function, just a long slope~Win-
ter et al., 1990!. Sumneret al. ~2002! recently described a
thorough revision to the Meddis~1986, 1988! inner-hair-cell
~IHC! model. When used with a DRNL filter, this model has
been shown to reproduce accurately much of the variety of
responses seen in the guinea-pig IHC and AN at high best
frequencies~BFs; ;18 kHz!. This includes the variation of
rate-intensity functions for different fiber types, variation
with stimulus frequency, the fall off of phase locking with
stimulus frequency, adaptation~Sumneret al., 2003!, and the
stochastic release of neurotransmitter.

We will describe the integration of the DRNL model of
mechanical filtering~Meddiset al., 2001! and the new model
of inner-hair-cell transduction~Sumneret al., 2002! to pro-
duce a complete filterbank model of the guinea-pig cochlea.
Previous studies~Meddis et al., 2001; Sumneret al., 2002,
2003! did not place the filters within a filterbank framework,
but instead changed parameters individually at different best
frequencies. This model seeks to reproduce AN responses at
all BFs, using parameters that change smoothly along the full
length of the cochlea. Meddiset al. ~2001! reproduced the
responses of the BM at three BFs, 800 Hz, 9 kHz, and 18
kHz. This leaves a considerable gap at frequencies vital for
understanding auditory processing of speech and music. Be-
low 5 kHz, there are considerable changes in tuning and
compression with BF. The BM data were also taken from
more than one species. Furthermore, it is well known that
such preparations are physiologically very vulnerable. This
limits the collection of the data, and the measurements may
not reflect the intact cochlea accurately. Here we have used
AN data, which is less invasive, comes from a wide range of
BFs including those relevant to speech, and is from a single
species.

We will focus here on four different aspects of the re-
sponses to single tones: threshold tuning curves; BM com-
pression as measured from AN responses; variation of tuning
with level; and RI functions from different types of fibers
and the relationship between SR and threshold. For all these,
we are especially concerned to accurately represent the
changes along the length of the cochlear partition. We intend
the model, which is publicly available as part of an extensive

suite of auditory modeling tools,1 for use both as an input to
larger scale models of auditory processing in the brain-stem
and beyond, and as a predictor of AN responses. It may
additionally help to refine of our understanding of signal
processing in the cochlea.

II. THE MODEL

A. Middle-ear filtering

The response of the middle ear is modeled by a cascade
of two linear band-pass Butterworth filters. This replaces the
single band-pass filter used previously~Sumneret al., 2002,
2003!. The change was necessary to reproduce the thresholds
found by Evans~1972!. One filter is second order with an
upper cutoff of 25 kHz and a lower cutoff of 4 kHz. The
other filter is third order with upper and lower cutoffs of 30
kHz and 700 Hz. Both have unity gain in the passband. The
input to the filter is sound pressure~mPa!. This is scaled by a
factor of 1.4310210 so that the filter outputs,x(t), reflect
measured stapes velocities~Nuttall and Dolan, 1996! in
ms21. Additionally, a variable gain,Gme, is introduced at
this stage. This is necessary to reproduce overall sensitivity
differences between different preparations.Gme is 0 dB un-
less stated.

B. Mechanical filtering: DRNL filter

The filtering of the BM is modeled with a ‘‘dual-
resonance-non-linear’’~DRNL! filter architecture that has
been described and evaluated more fully elsewhere~Meddis
et al., 2001!. Only the parameter values vary from the model
that was presented previously. Figure 1 shows the architec-
ture. It consists of two parallel pathways, one linear~upper
pathway in Fig. 1! and the other nonlinear~lower pathway!,
whose outputs are summed to produce the filter output,v(t).
The compression in the nonlinear pathway is described by

y@ t#5SIGN~x@ t# !3MIN ~aux@ t#u,bux@ t#un!, ~1!

wherea, b and v are parameters determining the exact be-
havior.

Meddiset al. ~2001! showed that the model could be fit
to BM laser-interferometry data for three different BFs, by
varying the DRNL filter parameters. Figures 2~a! and ~b!
show the effects of the parameters. At high-BFs the nonlinear
pathway has a higher center frequency (CFlin,CFNL), nar-
rower bandwidth (BWNL,BWlin) and higher gain (a
.Glin) than the linear path. The result at threshold is a nar-
rowly tuned filter, with a wide-bandwidth low-frequency tail.
Also, the response at CFNL is compressed over a large dy-
namic range. At low BFs the two pathways are very close in
center-frequency (CFlin;CLNL) and gain (a;Glin). The
nonlinear pathway dominates the BF response only at low
levels. At high levels the linear pathway dominates the BF
response, and at intermediate levels the output is a mix of the
two. Thus the variation in measured compression with BF
can emerge without any change in the compression exponent
v.

To implement the filterbank, we adopted the scheme of
Lopez-Poveda and Meddis~2001a!. The values of the param-
eters a, b, the bandwidths of both pathways~BWlin and
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BWNL!, the gain of the linear filter (Glin), and the center
frequency of the linear filter (CFlin) were made to vary lin-
early on a log-log scale as a function of best frequency~BF!:

log~parameter!5p01m log~CF!, ~2!

wherep0 determines the parameter values at a theoretical BF
of 1Hz, andm determines the slope of the parameter with BF
on a log-log scale. All the parameter values are given in
Table I. The parameters that vary with BF are also indicated
with an asterisk~* ! in Fig. 1. The remaining parameters,
which are order of the filter cascades and the compression
exponent, were fixed across the entire filter bank. These val-
ues are given explicitly in Fig. 1 as well as Table I. The
nonlinear pathway center frequency (CFNL) is set equal to
BF.

C. Transduction: IHC

The IHC transduction model has been described in detail
by Sumneret al. ~2002, 2003!. The first stage is a simple
biophysical model of the cilia transduction and receptor po-
tential ~RP! response~modified from Shammaet al., 1986!.
The second stage of transduction simulates the presynaptic
calcium processes that lead to the release of neuro-
transmitter. Two parameters at this stage determine the fiber
type. The third IHC stage models the manufacture, release,
loss, and reuptake of neurotransmitter vesicles at the syn-
apse. This is a quantal version of the model of adaptation
proposed by Meddis~1986!. The refractory stage then im-
poses an absolute and relative refractory period, reducing the
probability that a vesicle will trigger an action potential.

Sumneret al. described how the model AN fiber re-
sponse depends on the choice of the two calcium parameters:
GCa

max, the maximum calcium conductance in the vicinity of
the synapse, and@Ca21# thr , the threshold concentration of
calcium required for release. The effects of the parameters
are shown in Fig. 2~c!. In terms of gross characteristics, a
large value ofGCa

max ~;6–7 nS! will result in a fiber with
high-spontaneous-rate~HSR! type characteristics, while a

small value ~;1–3 nS! produces a low-spontaneous-rate
~LSR! fiber. The continuous lines in Fig. 2~c! show this.
@Ca21# thr affects primarily the low intensity responses, and
thus affects the spontaneous rate~SR! and threshold of the
unit. The dotted lines in Fig. 2~c! show this. An additional
parameter,M, in the synapse, scales the vesicle release rate
linearly. It is varied to determine the overall firing rate of
model fiber responses. The effect ofM on RI functions is
shown fully in Sumneret al. ~2002!.

The relationship between the parameters and the sponta-
neous rate can be described analytically:

SR5
10MkSR

1010.28kSR
, ~3!

where

kSR5max~ b4.6531025~GCa
max!322031031~@Ca21# thr!

3c,0!.

The relation of threshold with spontaneous rate is exam-
ined in Sec. III D.

D. Model implementation and development

The development of model parameters started with those
of previous studies. The initial DRNL filterbank parameters
were taken from Lopez-Poveda and Meddis~2001b!. The
compression exponent,v, was changed from 0.25 to 0.1
dB/dB across all BFs, to reflect the compression estimated
by Cooper and Yates~1994! and Yateset al. ~1990! in the
guinea-pig. The DRNL filter parameters were refined pro-
gressively from the starting values. For each BF, we looked
for a single set of parameters to fit the frequency-threshold
tuning curves of Evans~1972! and the RI functions of Coo-
per and Yates~1994!. We then fitted Eq.~2! to these param-
eter values and reevaluated the complete filterbank. Follow-
ing previous studies, the orders of the filters were the same
for all BFs, but as global parameters they were allowed to
vary. The model was fitted by hand. The goal was to arrive at
a single set of parameters that gave a good compromise be-

FIG. 1. Schematic of the DRNL filter architecture. The filter output is a sum of a linear and a nonlinear pathway. The linear~upper! pathway is a gain followed
by a gammatone filter~GT; Pattersonet al., 1988! and a low-pass~LP! filter. The nonlinear~lower! pathway consists of the following cascade; a gammatone
filter, a compression function, a second gammatone filter, and a low-pass filter. Parameters which are allowed to vary with BF are indicated with an asterisk
~* !. Bandpass center frequencies and low-pass filter cutoffs are of the same frequency within a single pathway, i.e., LPNL5CFNL and LPlin5CFlin . All filters
have unity gain in the pass-band. CFNL is always set to the specified BF of the filter.
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tween the different data sets. The filterbank was further tuned
in light of the result of evaluation against four AN fiber
iso-intensity response maps at three different BFs. Two of
the fibers were collected by Winter and Robertson~personal
communication! at our request. The other two AN fiber re-
sponses were taken from Mu¨ller and Robertson~1991!. The
final set of parameters found is given in Table I.

The initial IHC parameters were taken from Sumner
et al. ~2002!. However, the parameters that determine fiber
type were varied~see Sec. II C!. For simulations involving
the whole filterbank, the IHC parameters were fixed across
all BF, creating generic high-, medium-, and low-
spontaneous rate responses. The values are given in Table I.
For the fitting of frequency threshold tuning curves, the IHC
parameters were fixed at the values given for the generic
HSR fiber in Table I. For the fitting of rate-intensity and
iso-intensity functions, these parameters were allowed to
vary from fiber to fiber. Additionally, the middle-ear-gain
parameter,Gme, was varied between data from different ani-
mals. This was found to be necessary to model differences in
overall response with level. Fitting of these parameters was
done by hand, guided by the principles shown in Sec. II C
and Fig. 2~c!. Parameters for individual fibers are given in
the figure legends.

Frequency tuning curves~FTCs! were generated using a
two-down–one-up-tracking procedure, as described by Rel-
kin and Pelli ~1987!. RI functions were generated using
100-ms tone pips with 2.5-ms linear ramps. They were pre-
sented at a range of sound levels, and often at a range of
stimulus frequencies. For each stimulus condition, the sto-
chastic stages of the model were run 20 times to produce a
reliable measure of firing rate. Firing rate was calculated
over the full period of stimulus presentation.

Cooper and Yates~1994! have inferred BM IO functions
at BF from animal AN fibers using a technique described by
Yateset al. ~1990!. We have applied their methods to the RI
functions produced by the model, in so far as was practical.
For each point on the BF RI function, we calculate the sound
level required for an off-BF tone to produce the same firing
rate. Plotting the off-BF sound level versus BF sound level
for a given firing rate yields the BM IO function. The exact
off-BF level was calculated by linearly interpolating between
the two adjacent off-BF sound levels. Average slopes of
model IO functions were calculated by the fitting of a
straight line using least squares regression. When the gradi-
ent of the function above and below the threshold for com-
pression were clearly different, the fitting of the line was
restricted to the high-level portion above any abrupt change
in slope associated with the compression threshold.

All the model code has been implemented in C, and is
available publicly as source code.1 MATLAB was used as a
harness for control of executables, manipulation of param-
eters, and analysis of output.

III. EVALUATION OF THE MODEL

A. Filter tuning characteristics at threshold

The tuning characteristics of the AN at threshold are
typically described by a frequency-threshold-curve~FTC!.

FIG. 2. How model parameters determine the response characteristics.~a!
The variation in DRNL filter tuning with level and BF. Continuous lines
show the frequency response of the linear and nonlinear pathways at thresh-
old. CFNL and CFlin indicate the center frequencies of the nonlinear and
linear paths, respectively. The dotted lines show the combined response at
threshold, and the dashed lines show the response at high stimulus levels.
~b! Variation in the DRNL filter IO function with BF in response to stimu-
lation at BF. Continuous lines indicate the responses of the linear and non-
linear pathways. Dotted lines indicate the combined DRNL filter output.~c!
Effect of varying synapse parametersGCa

max ~continuous lines!, @Ca21# thr

~dotted lines! andM. For all panels, arrows show the direction of function
change for an increase in each parameter value.M scales the response rate
linearly across the entire dynamic range@see Eq.~3! and also Sumneret al.
~2002!#.
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Figure 3~a! shows the FTCs for a selection of guinea-pig AN
fibers~Evans, 1972!. The tuning clearly shows characteristic
tip and tail regions at high BFs. At low BFs the tip is much
less prominent, and thresholds are higher. Figure 3~b! shows
FTCs generated by the model using the DRNL filterbank.
The filterbank parameters were created by applying the co-
efficientsp0 andm in Table I to Eq.~2!. The IHC model used
the generic ‘‘HSR’’ parameter set given in Table I. The
model FTCs agree reasonably well with the data.

Evans summarized the characteristics of the tips of the
tuning curves for a large population of AN fibers. Figure 4
shows the animal data statistics~dots!, compared with the
behavior of the model~continuous lines!. Figure 4~a! shows
the filter Q-factor~filter BF divided by bandwidth! for 10 dB
above the BF threshold (Q10). This is a measure of the
sharpness of tuning. In the data Q10 rises with BF, from
around 1 at 200 Hz to between 3 and 10 at 10 kHz. Figures
4~b! and~c! show the slopes of the tuning curves above and
below the unit BFs, calculated for stimulus frequencies
whose thresholds lay within 25 dB of the BF threshold.
Overall, the model conforms well to the measured data.
There are some discrepancies in the shapes of the FTCs and
the agreement with the summary statistics. The fit to FTCs
has been compromised in order to fit the RI functions of
Cooper and Yates~1994!, using the same DRNL filterbank
parameter set.

B. Compression characteristics across the cochlear
nerve

Yateset al. ~1990! have proposed a method for deriving
BM IO functions from AN fiber measurements. AN rate re-
sponses are recorded both at BF and also at a stimulus fre-
quency below BF. Below BF, the IHC is assumed to be

driven by a linear BM. Thus any nonlinearities evident in the
AN response to a below BF stimulus must be associated with
the transduction process. It is also assumed that the fre-
quency of stimulation does not affect the transduction non-
linearity. By equating firing rates for on-and off-BF re-
sponses, a putative BM IO function at BF can be derived
~see Yateset al., 1990, and also Sec. II D, for more details!.
A derived IO function is limited to within the dynamic range
of the fiber at BF.

Cooper and Yates~1994! derived BM IO functions from
AN rate responses across a wide range of BFs in a single
animal. Figures 5~a!–~c! show three BM IO slopes that they
derived~unconnected squares!. At high BFs~6 and 23 kHz!,
the BM IO function is linear at low levels and highly com-
pressed at high levels~0.1 dB/dB!. However, at low BF
~1800 Hz!, the BM IO function is less compressive and al-
most straight, with a slope of 0.5 dB/dB. The derived IO
slopes of the model~thick continuous lines! using the filter-
bank parameters given in Table I are shown on the same axes
as the data. In Figs. 5~a! and ~c! they agree well with the
animal data of Cooper and Yates. In Fig. 5~b!, at 6 kHz BF,
the model IO function retains the same shape as the data
below about 80 dB, but is shifted to lower intensities. Above
80 dB the model IO function rises again. This reflects the
linear pathway, contributing to the high-level response at BF.
The dashed line shows the response of the model for a single
DRNL filter that has been modified to fit the data. The pa-
rameters which give a good fit to the BF response are in
Table I. These are the actual parameter values for a single
BF, rather than the values for Eq.~2!. The main parameter
change is the reduction ina, the gain of the low-intensity
linear part of the DRNL filter broken-stick function@see Fig.
2~b!#. This lowers the gain of the tip of the tuning curve,

TABLE I. Model parameters.

DRNL filter parameters that are fixed across all BFs

Compression exponent,n ~dB/dB! 0.1
Gammatone cascade of nonlinear path 3
Low-pass filter cascade of nonlinear path 4
Center frequency of nonlinear path, CFNL Set equal to BF
Low-pass cutoff of nonlinear path, LPNL Set equal to BF
Gammatone cascade of linear path 3
Low-pass filter cascade of linear path 4
Low-pass cutoff of linear path, LPlin Set equal to CFlin

DRNL filter parameters that vary with BF:
p(BF)510p01m log10(BF)

Filter-bank coefficients Single filter at 6 kHz BF
@in Fig. 5~b!#. Filterbank
values shown in brackets.p0 m

Bandwidth of nonlinear path, BWNL ~Hz! 0.8 0.58 980~unchanged!
Compression parameter,a 1.87 0.45 251~3716!
Compression parameter,b 25.65 0.875 4.5231023 ~unchanged!
Center frequency of linear path, CFlin ~Hz! 0.339 0.895 2961~5253!
Bandwidth of linear path, BWlin ~Hz! 1.3 0.53 634~2006!
Linear path gain,Glin 5.68 20.97 103~unchanged!

IHC parameters HSR MSR LSR

@Ca21# thr threshold Ca21 conductance 0 3.35310214 1.4310211

M, max. free transmitter quanta 10 10 10
GCa

max, max. Ca21 conductance~nS! 7.2 2.4 1.6
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raising the level at which the IHC reaches threshold, and the
level at which the DRNL filter response becomes com-
pressed. The contribution of the linear pathway at BF has
also been reduced to remove the high-level return to linear-
ity.

A more rigorous test of the model than the derivation of
BM IO functions was to fit the RI functions from which the
IO functions were derived. Figures 5~d!–~f! show this. On
each axis two RI functions are plotted from a single guinea-
pig fiber: one at BF~open squares! and one somewhat below
BF ~dots!. The continuous lines show the fits of the model to
the RI functions using the filterbank parameters of Table I. It

was from these that the continuous lines in Figs. 5~a!–~c!
were calculated. A good fit of the data RI functions must lead
to a good fit of the data IO functions. The IHC parameters
(GCa

max, @Ca21# thr and M! were allowed to vary between fi-
bers. The parameters used are given in the figure legend. In
Fig. 5~e!, like Fig. 5~b!, the fit of the filterbank at BF is poor.
This is because the BF response of the filterbank model is
much more sensitive than these data. Note that this is not a
failure of the model. There is a clear disparity among the
different data sets. In Fig. 5~e! the difference in thresholds
between the BF and 2 kHz is about 20 dB. In Fig. 3~a!, at a
similar BF ~marked! the difference between the thresholds

FIG. 3. Frequency threshold tuning curves~FTCs!. ~a! Guinea-pig AN~Evans, 1972!. ~b! Model using filter-bank DRNL filter parameters and ‘‘HSR’’ synapse
parameter set~Table I!.

FIG. 4. Summary statistics describing the shapes of the tuning curves. Dots indicate data~Evans, 1972! and continuous lines indicate the behavior of the
model.~a! Filter Q10 ~BF/bandwidth at 10 dB above BF threshold!. ~b! Slopes of the tuning curves above the unit BF, within 25 dB of BF threshold.~c! Slopes
of the tuning curves below the unit BF, within 25 dB of BF threshold.
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for a BF tone and for a 2 kHz tone is about 40 dB. The
reduction ofa enables us to fit the BF RI function at the
same time as the off-BF function in Fig. 5~e! ~dashed line!.

Figures 5~g!–~i! show the outputs from the DRNL filter
at BF. This allows us to compare the real IO function of this
stage of the model with the derived IO functions in Figs.
5~a!–~c!. At 6- and 23-kHz BFs, the DRNL filter output at
BF shows clear regions of linearity and compression which
correspond excellently with those of the derived IO func-
tions. In Fig. 5~g!, the 1800-Hz BF output from the DRNL
filter shows a region of compression between 50 and 80 dB
SPL. Within that region the compression is slowly changing.
This trend is less obvious in the output from the model AN
fiber @Fig. 5~d!#. Stochasticity makes small features harder to
see. It is also the case that the derived slopes become less
well defined in a statistical sense, near to threshold and close
to saturation~see Winter and Palmer, 1991!.

The derived high-intensity BM IO slopes of more
guinea-pig AN data from Cooper and Yates are shown in Fig.
6 ~open squares!. Above 5 kHz, derived IO slopes are around
0.1 dB/dB. Below there, there is an increase in the derived

slope, to around 0.5 dB/dB. Figure 6 also shows the derived
AN IO slopes for the model~continuous line!. RI functions
were all generated using the DRNL filterbank parameter set
~Table I!, and the ‘‘LSR’’ synapse parameter set~Table I!.
The model shows good agreement with the data.

C. Nonlinear tuning characteristics

The model was tuned to reflect two different data sets
that are almost independent measures of threshold tuning and
compression. However, the frequency dependence of the de-
rived IO slope affects the variation of tuning with level. Fig-
ures 7~a!–~d! show rate responses of four different AN fibers,
as iso-intensity contours. Each line shows how firing rate
depends on stimulus frequency at a given level. At low BFs
@400 Hz, Fig. 7~a!; data was provided by Donald Robertson
and Ian Winter#, the response is broad and almost symmetri-
cal. However, at high sound levels, firing rates are higher at
frequencies above BF than below BF. At 3-kHz BF@Fig.
7~b!; data provided by Donald Robertson and Ian Winter# the
response is almost symmetrical at low levels but the activity

FIG. 5. ~a!–~c! IO functions derived from AN responses. Unconnected squares are derived IO functions from Cooper and Yates~1994!. Continuous lines are
the responses of the model. The dashed line in~b! shows the IO function for the model that fits the RI functions in~e!. ~d!–~f! The RI functions for the medium
spontaneous rate fibers from which the IO functions in~a!–~c! were derived. Unconnected squares are the data points at BF~Cooper and Yates, 1994, Fig. 2,
panels A, C and F!; unconnected dots are the data below BF; continuous and dashed lines indicate the fits of the model to the data. Model results are generated
using the DRNL filter-bank parameters, except the dashed lines in~b! and ~e!, which use the individual ‘‘single filter at 6 kHz BF’’ DRNL filter parameters
given in Table I. Synapse parameters used in~a! and ~d!: GCa

max51.27 nS, @Ca21# thr53310211, M514; in ~b! and ~e!: GCa
max53 nS, @Ca21# thr51.4

310211, M59; in ~c! and~f!: GCa
max52.9 nS,@Ca21# thr52.5310211, M515. In all cases,GME50. ~g!–~i!. The outputs from the DRNL filters in response

to BF stimuli, before they are input to the IHC stage. BM velocity is computed as the maximum response during the stimulation period. The continuous lines
are for the DRNL filter-bank parameters. The dashed lines in~h! show the response of the ‘‘single filter at 6 kHz BF’’ parameter set in Table I.
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now spreads to lower frequencies at high levels. Figures 7~c!
and~d! ~reproduced from Mu¨ller and Robertson 1991, Fig. 7!
show the responses of two fibers from around 9-kHz BF in a
single animal, having low- and high-SR fibers, respectively.
At high BFs, the response has a pronounced tip, with the
activity spreading clearly downwards at high levels. Figures
7~e!–~h! show the response of the model to these stimuli.
The DRNL filter stage used the filterbank parameters of
Table I, and the IHC parameters were manipulated as in Sec.
III B. The parameter values are given in the figure legend.
The model reproduces most of the effects observed in the
data, including the shift of BF with level. In the model, the
direction of the shift with BF depends on the relative center
frequencies of the linear and nonlinear DRNL filter path-
ways. As the level rises, the BF shifts towards the center
frequency of the linear path. At high BFs the response shifts

down to lower frequencies as level rises. At BFs below 1
kHz the response shifts up to higher frequencies as the level
increases. This general trend is also consistent with the di-
rections of frequency glides in cat AN impulse responses
~Carneyet al., 1999!.

D. RI characteristics for different fiber types

AN fiber rate-responses differ within a given BF range
as well as along the length of the cochlea~Yateset al., 1990;
Sachs and Abbas, 1974!. Here we are particularly interested
in how RI shape varies with BF. In the guinea-pig, the basic
three shapes are found across most of the BF range~Winter
et al., 1990!. However, Winter and Palmer~1991! report
finding no straight RI functions below 1.5 kHz. No straight
RI functions have ever been reported in the cat.

Figure 8 shows RI responses from the filterbank for the
three different generic IHC settings in Table I, both for
stimulus frequencies at BF~continuous lines! and one octave
below ~dashed lines!. The three models differ only in the
values of IHC parametersGCa

max and @Ca21# thr . GCa
max de-

creases and@Ca21# thr increases as SR decreases. These val-
ues are the same at all BFs. Each fiber type shows the correct
characteristic RI function at BF. The responses to stimuli an
octave below BF do not show compression. As low as 3 kHz,
the LSR RI functions are of the straight type. Below this,
only saturating and sloping-saturation RI functions exist. The
RI functions at 12-kHz BF@Figs. 8~b! and ~c!# are non-
monotonic, and actually fall at levels above 90 dB. The out-
puts from the two filter pathways are out of phase and cancel
each other out. Such features have been observed in the au-
ditory nerve fibers of cats, and are associated with a 180°

FIG. 6. The variation with BF of the slopes of derived input–output func-
tions at high intensities. Squares are data from the guinea-pig~Cooper and
Yates, 1994!; continuous line is the model data.

FIG. 7. Iso-intensity rate-responses of guinea-pig AN fibers and the model, for various BFs and SRs.~a!–~d!. Guinea-pig AN responses provided by Winter
and Robertson~a, b! and reproduced from Mu¨ller and Robertson~1991! ~c, d!. ~e!–~h! Model AN fiber responses to the same stimuli and BFs as~a!–~d!. All
use the DRNL filterbank parameter set~Table I!, with IHC parameters and middle ear gain varied to obtain best fit as described in text.~a! Guinea-pig AN fiber
with a BF of 400 Hz. Each connected set of symbols has a constant stimulus level, ranging from 35 to 85 dB SPL in 5-dB increments.~b! Guinea-pig AN fiber
with a BF of 3 kHz. Stimulus levels range from 41 to 91 dB SPL in 5-dB increments.~c! Low-SR guinea-pig AN fiber with a BF of 9 kHz. Stimulus levels
range from 30 to 100 dB SPL in 10-dB increments.~d! High-SR guinea-pig AN fiber with a BF of 9 kHz. Stimulus levels range from 20 to 100 dB SPL in
10-dB increments.~e! Model with a BF of 400 Hz andGCa

max58.3 nS, @Ca21# thr55310211, M512, andGme50. ~f! Model with a BF of 2820 Hz and
GCa

max52.7 nS,@Ca21# thr51.2310211, M514, andGme5230 dB. ~g! LSR model with a BF of 9 kHz andGCa
max55 nS, @Ca21# thr53310211, M514, and

Gme5210 dB. ~h! HSR model with a BF of 9 kHz andGCa
max58.5 nS,@Ca21# thr54.48310211, M512, andGme5210 dB.
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phase shift in the period histograms~e.g., Liberman and
Kiang, 1984!.

Figure 9 shows how the threshold and spontaneous rate
vary with GCa

max. Figure 9~a! shows how the threshold varies
with SR in the model, for BF stimulation at two different
frequencies~solid lines!. The threshold is calculated from
rate-level functions as the point at which the rate is 20
spikes/s above the spontaneous rate. The threshold first drops
steeply, and then more slowly as the spontaneous rate grows.
This trend is compared with the data of Winter and Palmer
~1991; dots!. In order to satisfy the multiple constraints of
SR, threshold, and the shape of the RI function, it was nec-
essary to co-vary@Ca21# thr with GCa

max:

@Ca21# thr5
4.5310211

@11e83109~GCa
max

21.531029!#
. ~4!

The model threshold does not appear to change at low SRs.
Due to the calcium threshold, at low values ofGCa

max the SR
becomes zero. However, the threshold continues to shift. Fig-
ure 9~b! shows how spontaneous rate varies with the
maximum-calcium-conductance parameter,GCa

max. @Ca21# thr

is set according to Eq.~4!. The continuous line shows the
theoretical values calculated from Eq.~3!. The single points
indicate the values calculated from the model outputs.

IV. DISCUSSION

We have presented a nonlinear filterbank fitted, as far as
possible, to guinea-pig AN data for threshold tuning curves,
RI functions and compressive nonlinearities. The model is
adequate to provide useful responses to pure tones, across a
wide range of BFs and stimulus frequencies. It should prove
useful as an input to models of more central processes that
require nonlinear cochlear properties that vary appropriately
with BF. It is especially suited for studying level dependent
rate effects, differences between different fiber types, and
differences in AN rate responses along the cochlear partition.

There are many response characteristics that have not
been considered here. We have restricted the study to rate
responses only. Other characteristics of the DRNL filter and
IHC models have been considered individually elsewhere
~Meddis et al., 2001; Sumneret al., 2002, 2003!. These in-
clude tuning and nonlinearity at the level of the BM, local
distortion products, impulse responses, phase locking, dis-
charge history effects, adaptation, and the variation of pure
tone PSTHs with fiber type.

In order to simplify the implementation, the compres-
sion exponent and filter orders were fixed across all BFs. It is
especially interesting that the same highly compressive ex-
ponent value of 0.1 dB/dB could be used at all BFs. The

FIG. 8. RI functions from across the filter-bank for~a! high, ~b! medium, and~c! low-spontaneous rate fiber types. Continuous lines are the responses at BF
~indicated to the left of the panels! and dashed lines are the response for the same filter-bank channel, stimulated at one octave below its BF. All responses
use the DRNL filterbank, and the synapse parameters are the ‘‘HSR,’’ ‘‘MSR,’’ and ‘‘LSR’’ parameter sets given in Table I.
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regions with a derived IO slope of greater than 0.1 arise
because at lower BFs the I/O slope is a function of the output
of both linear and nonlinear pathways. Thus a functional
variation in compression emerges from changes in the rela-
tive contributions of the pathways at BF. Below 1 kHz the
BF IO function of the model is mostly linear. However, dis-
tortion products are still produced by the nonlinear pathway
and are thus present in its response. The variation in mea-
sured nonlinearity could have been achieved by varying the
compression exponent,n, with BF. However, we sought to
vary the smallest number of parameters possible, and it was
not necessary to varyn here. The filter orders were fixed
across the whole filterbank, and this has compromised the fit
of the model in some cases. The logarithmic function of
linear path gain with BF was another limitation. A better fit
to all BFs would have been possible with a more compli-
cated scheme. However, we felt that this could not be justi-
fied without a larger data set.

The IO function of the mechanical filtering was assumed
to be linear for stimulation frequencies well below BF. This
is supported by BM laser interferometry results~Ruggero

et al., 1997; Nuttall and Dolan, 1996! at high BFs. At very
low BFs~;250 Hz!, BM IO functions are mostly linear at all
stimulus frequencies~Cooper and Rhode, 1995!. However,
what nonlinearity there is seems to extend across a wide
range of frequencies. If the BM is compressed at the
below-BF stimulus frequency, the resulting derived IO func-
tion for the BF response will be less compressed than the
underlying mechanical input. At BFs in the range of 1–5
kHz, there are no direct BM measurements. Therefore it is
difficult to assess the validity of the assumption here. The
shapes of AN FTCs change rapidly with BF when the fiber
BFs are below a few kilohertz. It seems probable that IO
functions are also varied. We can only comment that the
response of the model presented here is linear at 700 Hz for
a BF of 1800 Hz and fits the RI functions quite well@Fig.
5~d!#. Therefore it seems to be a reasonable assumption in
this instance.
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Further efforts to predict pure-tone thresholds from distortion
product otoacoustic emission inputÕoutput functions
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Recently, Boege and Janssen@J. Acoust. Soc. Am.111, 1810–1818~2002!# fit linear equations to
distortion product otoacoustic emission~DPOAE! input/output~I/O! functions after the DPOAE
level ~in dB SPL! was converted into pressure~in mPa!. Significant correlations were observed
between these DPOAE thresholds and audiometric thresholds. The present study extends their work
by ~1! evaluating the effect of frequency,~2! determining the behavioral thresholds in those
conditions that did not meet inclusion criteria, and~3! including a wider range of stimulus levels.
DPOAE I/O functions were measured in as many as 278 ears of subjects with normal and impaired
hearing. Nine f2 frequencies~500 to 8000 Hz in1

2-octave steps! were used, L2 ranged from 10 to 85
dB SPL~5-dB steps!, and L1 was set according to the equation L150.4L2139 dB @Kummeret al.,
J. Acoust. Soc. Am.103, 3431–3444~1998!# for L2 levels up to 65 dB SPL, beyond which L1

5L2 . For the same conditions as those used by Boege and Janssen, we observed a frequency effect
such that correlations were higher for mid-frequency threshold comparisons. In addition, a larger
proportion of conditions not meeting inclusion criteria at mid and high frequencies had hearing
losses exceeding 30 dB HL, compared to lower frequencies. These results suggest that DPOAE I/O
functions can be used to predict audiometric thresholds with greater accuracy at mid and high
frequencies, but only when certain inclusion criteria are met. When the SNR inclusion criterion is
not met, the expected amount of hearing loss increases. Increasing the range of input levels from
20–65 dB SPL to 10–85 dB SPL increased the number of functions meeting inclusion criteria and
increased the overall correlation between DPOAE and behavioral thresholds. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1570433#

PACS numbers: 43.64.Ha, 43.64.Jb@BLM #

I. INTRODUCTION

The auditory system behaves nonlinearly under normal
conditions. Evidence of this nonlinearity can be found in a
number of different phenomena, including the production of
distortion product otoacoustic emissions~DPOAEs!.
DPOAEs are observed when two sounds (f1 and f2 , f2
slightly higher in frequency than f1) are presented to the
normal ear. These sounds interact in the cochlea at a place
close to the best place for the higher of the two frequencies
(f2), producing intermodulation distortion, the largest com-
ponent of which occurs at a frequency equal to 2f1-f2 . It is
thought that these nonlinear phenomena are produced by
forces exerted by the outer hair cells~OHCs! on basilar
membrane mechanical responses~e.g., Brownell, 1990!.
When cochlear damage exists that affects the OHCs, thresh-
olds are elevated and nonlinear behaviors are reduced or
eliminated~e.g., Dalloset al., 1980!. Therefore, it is not sur-
prising that DPOAEs are reduced or eliminated by OHC
damage as well. These observations have led to the applica-
tion of DPOAE measurements in efforts to determine audi-
tory status~e.g., Martin et al., 1990; Gorgaet al., 1993,
1997, 2000; Kimet al., 1996!. With few exceptions, DPOAE
measurements have been used to make dichotomous deci-
sions, in which an ear is classified as having either normal
hearing or hearing loss. The results from these studies are
similar in that DPOAE measurements classify ears dichoto-

mously with greater accuracy for mid and high frequencies,
compared to the accuracy that is achieved at lower frequen-
cies.

Several studies have attempted to go beyond this simple,
two-state classification scheme and predict auditory thresh-
olds from DPOAE measurements. For example, Martinet al.
~1990! and Gorgaet al. ~1996! related DPOAE threshold to
audiometric threshold. While both studies showed a relation-
ship between the two threshold measurements, these mea-
surements have not been applied clinically, presumably be-
cause estimates of DPOAE threshold require several
measurements above and below threshold, and the conditions
under which these measurements would be made are charac-
terized by poor signal-to-noise ratios~SNR! because DPOAE
level is small. Thus, the reliability of direct DPOAE thresh-
old measurements is reduced by the increased uncertainty in
response measurements at threshold.

In other attempts to estimate pure-tone thresholds from
DPOAE data, DPOAE level or SNR for suprathreshold elic-
iting stimuli have been correlated with behavioral thresholds
for ears with normal hearing~Allen and Levitt, 1992; Dorn
et al., 1998! and for ears in which hearing loss existed~Mar-
tin et al., 1990; Gorgaet al., 1996, 1997, 2002; Janssen
et al., 1998; Kummeret al., 1998!. Typically, DPOAE level
was measured for fixed, moderate-level primaries that pro-
duced responses that were well above DPOAE threshold, at
least for ears with normal hearing. These DPOAE levels
and/or the SNR were then correlated with audiometric
thresholds. While DPOAE level or SNR decreased as audio-a!Electronic mail: gorga@boystown.org
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metric thresholds increased, the relationship was variable,
thus reducing the accuracy with which predictions of behav-
ioral thresholds could be made from DPOAE level. Efforts to
include several variables in a prediction model did not result
in significant improvements in predictive accuracy~Kimber-
ley et al., 1994, 1997!.

More recently~Boege and Janssen, 2002; Oswaldet al.,
2002!, DPOAE input/output~I/O! functions have been used
to provide estimates of DPOAE thresholds, which were then
correlated with behavioral thresholds. In this approach,
DPOAE level~in dB SPL! was measured for levels ranging
from 20 to 65 dB SPL, with primary levels chosen to opti-
mize response level~Kummer et al., 1998; Janssenet al.,
1998!. If an SNR inclusion criterion~6 dB! was met for at
least three points on the I/O function, these data were con-
verted into pressure~in mPa! and fit with a linear equation. If
the linear solutions met some additional inclusion criteria
~related to slope of the best fit line and variability!, the data
were used to determine DPOAE threshold~defined as the
extrapolated DPOAE level at which the pressure equaled 0
mPa!. Significant correlations were observed between pure-
tone and DPOAE thresholds, although estimates of DPOAE
threshold were not possible in a percentage of cases. Oswald
et al. ~2002! noted larger discrepancies between DPOAE and
behavioral thresholds at 2000 and 8000 Hz, compared to
other frequencies, although the effects of frequency were not
described in detail. They also observed a tendency to under-
estimate behavioral threshold by increasing amounts as be-
havioral threshold increased.

The present study was designed to replicate and extend
the work of Boege and Janssen~2002! and Oswaldet al.
~2002!. Specifically, DPOAE I/O functions were analyzed
using the same stimulus conditions and inclusion criteria as
those used in these previous studies. Following a replication
of the results observed by Boege and Janssen, the present
study extended the previously reported findings by evaluat-
ing DPOAE predictions of pure-tone thresholds as a function
of frequency. In addition, the audiometric thresholds of those
ears not meeting inclusion criteria were evaluated in order to
provide information regarding the conditions under which
the Boege and Janssen approach did not fit. Finally, addi-
tional stimulus conditions and inclusion criteria were tested
in order to determine if predictive accuracy could be im-
proved.

II. METHODS

A. Subjects

Ninety-seven subjects with normal hearing and 130 sub-
jects with hearing loss participated in these studies. Depend-
ing on frequency and level, DPOAE and audiometric data
were available on as many as 278 ears from these subjects.
All subjects had normal middle-ear function at the time of
the DPOAE measurements, as determined by tympanometry.
For the subjects with hearing loss, the site of lesion was
assumed to be the cochlea, based on clinical history and
other special audiological tests, including measures of
speech reception, acoustic reflex thresholds, and auditory

brainstem responses. However, specific etiology was fre-
quently undetermined, which is not an uncommon occur-
rence for clinical studies.

B. DPOAE stimuli

Custom-designed software was used for data collection
~EMAV, Neely and Liu, 1994!. DPOAE stimuli were pro-
duced and responses were recorded by a high-quality sound-
card~CardDeluxe, Digital Audio Labs! housed in a PC. The
sampling rate was 32 kHz and the sample resolution was 24
bits. Separate channels of the soundcard were used to pro-
duce each of the two primary tones. The outputs from each
channel were fed to separate loudspeakers housed in a probe-
microphone system~Etymotic ER-10C!, which had been
modified to remove 20 dB of attenuation. A microphone
housed in the same probe unit was used to calibrate stimulus
level and to record ear-canal responses and noise. While this
calibration procedure may introduce errors associated with
standing waves~Siegel, 1994, 2002!, it represents common
practice for DPOAE measurements and was viewed as a rea-
sonable compromise, given the current status of calibration
procedures~Neely and Gorga, 1998!.

DPOAEs were elicited in response to pairs of primary
tones (f1 ,f2), with f2 /f1 approximately equal to 1.22 for all
test conditions, which differs slightly from the 1.20 fre-
quency ratio used by Boege and Janssen~2002!. The higher
frequency in each primary pair (f2) varied from 500 to 8000
Hz in 1

2-octave steps. These frequencies were chosen, in part,
because they correspond to the frequencies at which pure-
tone audiometric thresholds were measured in the clinic.
Given the sampling rate~32 kHz!, the duration of the buffer
~64 ms!, and the number of points in each sample~2048!, the
frequency resolution was 15.6 Hz. The f2 frequency was set
exactly at the octave and interoctave frequencies described
above. The frequency of f1 , however, did not always exactly
equal the frequency defined by a primary ratio of 1.22, but
was never more than 15.6 Hz away from that frequency.
Primary levels (L1 ,L2) were set according to the equation,
L150.4 L2139 dB ~Kummer et al., 1998; Janssenet al.,
1998! for L2 levels up to 65 dB SPL. Beyond this level,
equal-level primaries were used (L15L2). L2 varied in 5-dB
steps from 10 to a maximum of 85 dB SPL. Measurements in
four different cavities, validated against measurements in
subjects with cochlear implants, were used to determine the
level of system distortion@see Dornet al. ~2001! for a more
complete description of the approach that was taken to esti-
mate system distortion#.

C. Audiometric procedures

Pure-tone audiometric data were collected using routine
clinical techniques. All measurements were made in a sound-
treated booth, using either TDH39 supra-aural earphones or
ER-3A insert earphones. Both earphones were calibrated ac-
cording to their respective standards~ANSI, 1996!. Audio-
metric test frequencies varied from 500 to 8000 Hz in1

2-
octave steps. The manner in which audiometric stimuli were
calibrated and the conditions under which audiometric
thresholds were measured represent a potentially important
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distinction between the present results and those reported by
Boege and Janssen~2002!, who used the same system and
approach to calibration for both DPOAE and audiometric
measurements. Furthermore, they measured behavioral
thresholds with 1-dB precision, in contrast to the present
measurements, in which 5-dB steps were used.

D. DPOAE procedures

DPOAE data were collected in the form of I/O func-
tions. For each f2 frequency, stimulus level was initiated at
the highest level (L2585 dB SPL). L2 was then decreased in
5-dB steps until the response was no longer measurable
above the noise floor~or the level at which system distortion
occurred!. Both DPOAE and noise level were measured in
the same frequency bin, using a subtraction technique, in
which data were collected into two separate buffers, alternat-
ing between the two on successive samples. The contents of
the two buffers were summed in order to provide an estimate
of DPOAE level. Their contents were subtracted in order to
provide an estimate of the noise level. Both signal and noise
were estimated at the 2f1-f2 distortion frequency. This ap-
proach has the advantage of estimating signal and noise lev-
els at the same frequency. However, it has the disadvantage
of introducing greater variability in noise estimates, com-
pared to paradigms in which noise is derived from the aver-
age level in several frequency bins on either side of 2f1-f2 .

Measurement-based stopping rules were used during
data collection. Data collection stopped if either of two cri-
teria were met. The first stopping criterion was met when the
noise floor was less than225 dB SPL for L2 levels of 65 dB
SPL or less. For higher-level primaries, the test stopped once
the ‘‘noise level’’ was less than the level at which system
distortion occurred~Dorn et al., 2001!. This level increased
with primary levels above 65 dB SPL. In both cases, the aim
was to measure DPOAEs over the widest range possible
without running the risk of misinterpreting system distortion
for biological distortion. The second stopping criterion was
met when 32 s of artifact-free averaging time had been de-
voted to that condition, even if the noise-floor criterion was
not met. This stopping criterion was necessary to avoid pro-
longed averaging times for any one condition, as there were
many conditions for each subject.

E. Inclusion criteria

Boege and Janssen~2002! set four inclusion criteria for
their analyses, one of which related to the reliability of the
DPOAE measurements, the other three of which related to
the characteristics of linear fits to the DPOAE I/O functions.
First, there needed to be at least three points on the DPOAE
I/O function with SNR>6 dB. If this criterion was not met,
that function was not included in further analyses. If the SNR
criterion was met, then DPOAE levels~dB SPL! were con-
verted into pressure~mPa!, and the data for each I/O function
were fit with a linear equation. Data were included in the
next level of analyses only if the slopes of the individual
linear regressions were>0.2 mPa/dB,1 the variance ac-
counted for (r 2) was>0.8, and the standard error was<10
dB. If these criteria were met, the equations were solved for

the DPOAE stimlus level~in dB SPL! at which the DPOAE
amplitude equaled 0mPa. This stimulus level was defined as
DPOAE threshold, which was then correlated with behav-
ioral thresholds. If these criteria associated with the linear fits
to the DPOAE I/O functions were not met, the data were
excluded from further analyses. We chose the same inclusion
criteria in our first level of analyses in order to obtain results
that were comparable to those observed by Boege and Jans-
sen~2002!. In additional analyses, we varied these inclusion
criteria to determine if more accurate predictions of threshold
could be achieved.

III. RESULTS

A. Comparison to Boege and Janssen „2002…

Figure 1~a! plots behavioral pure-tone thresholds~in dB
HL! as a function of estimated DPOAE thresholds; recall
that DPOAE thresholds~in dB SPL! were defined as the
extrapolated stimulus level for which the DPOAE response

FIG. 1. ~a! Behavioral threshold~dB HL! as a function of predicted DPOAE
threshold~dB SPL!. DPOAE thresholds were predicted from linear fits to
individual DPOAE I/O functions~see text for details!. The solid line in the
figure represents the best-fit line to the behavioral and DPOAE thresholds.
Also shown is the correlation coefficient, the number of threshold compari-
sons~i.e., the number of I/O functions meeting all inclusion criteria!, and the
standard error.~b! Cumulative proportions of the number of conditions that
failed to meet the SNR criterion~solid line! or the inclusion criteria associ-
ated with the linear regressions~dashed line! as a function of behavioral
threshold~dB HL!. See text for details regarding the inclusion criteria. Also
shown in this panel are the number of conditions represented on each dis-
tribution, the mean behavioral thresholds, and the standard deviations.
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was 0mPa. For this analysis, primary levels (L2) were re-
stricted to the range from 20 to 65 dB SPL, which is the
same range used by Boege and Janssen~2002!. The data
included in this figure were collapsed across all nine frequen-
cies, and include only those cases meeting the inclusion cri-
teria previously selected by Boege and Janssen and described
above. Thus, these data were derived from DPOAE I/O func-
tions in which at least three points had SNRs>6 dB, and for
which the linear fits after converting DPOAE levels to pres-
sure had slopes>0.2 mPa/dB,r 2>0.8, and standard errors
<10 dB. After applying all of these inclusion criteria, only
827 of 2211 DPOAE I/O functions~37.4%! were selected for
further analyses. This percentage is less than the percentage
of I/O functions that met criteria in the Boege and Janssen
study. One reason for this difference might relate to the dis-
tribution of thresholds in the present study, which extended
to greater hearing losses, compared to the subjects in the
Boege and Janssen study. It is likely that a high proportion of
the cases with greater losses did not meet inclusion criteria,
especially the SNR criterion. A linear fit to these data is
shown as the solid line in Fig. 1~a!. The correlation coeffi-
cient ~r! for these data was 0.70, which is similar to the
correlation previously observed by Boege and Janssen (r
50.65). Thus, it would appear that, when analyzed in the
same way, the present results are similar to those obtained by
Boege and Janssen~2002!.

Figure 1~b! plots the cumulative proportions of condi-
tions in which either the SNR criterion was not met~solid
line! or, after meeting the SNR criterion, the inclusion crite-
ria associated with the linear regressions were not met
~dashed line!. These plots are noteworthy for several reasons.
Of the total sample of 2211 DPOAE I/O functions, 978
~44.2%! failed to meet the SNR inclusion criterion~i.e., at
least three points on the I/O function with a SNR of at least

6 dB!. Of these 978 I/O functions, 90%~880! had behavioral
thresholds exceeding 30 dB HL, with a mean threshold for
these conditions of 62.9 dB HL (SD527.3 dB). Thus, it was
highly likely that an ear failing the SNR inclusion criterion
had hearing loss. An additional 406 DPOAE I/O functions
~18.4% of the total sample of 2211! failed to meet the inclu-
sion criteria associated with the linear regressions~slope,
correlation coefficient, standard error!. Behavioral thresholds
exceeded 30 dB HL in only 19% of these cases~77 out of
406 I/O functions not meeting the linear regression criteria!.
This means that the linear regression inclusion criteria asso-
ciated with these fits were not met in 329 cases in which
normal or near-normal hearing existed. This number repre-
sents 14.9% of the total number of I/O functions that were
available for analyses. In order to provide a number that
shares some characteristics with the false-positive rate, these
ears could be added to the number that failed the SNR crite-
rion but had thresholds<30 dB HL ~98!. Thus, 427 condi-
tions with normal hearing failed to meet criteria; if these
cases can be viewed as false positives, then this translates
into a false-positive rate of 19.3%.

B. Frequency effects

Figure 2 plots behavioral thresholds~in dB HL! as a
function of the predicted DPOAE threshold~in dB SPL!
when the data were separated by frequency. Each panel
shows the data for a different frequency, going from 500 Hz
~upper left panel! to 8000 Hz~lower right panel!. In all other
respects, the convention followed in Fig. 1~a! is followed
here. As a general rule, there were fewer DPOAE data avail-
able~and, therefore, fewer opportunities for comparisons be-
tween behavioral thresholds and DPOAE thresholds! at
lower frequencies. The reduced numbers at low frequencies
is a direct result of the fact that noise levels increased as
frequency decreased during DPOAE measurements. Thus,
fewer DPOAE I/O functions were available that had three
points meeting the SNR criterion for lower f2 frequencies. As
a consequence, data are sparse in some panels in Fig. 2~in
particular, those associated with 500 and 750 Hz!. Because
of this, caution should be exercised when interpreting data in
these cases. Reliable predictions are not possible, given the
paucity of data at 500 and 750 Hz. At other frequencies,
however, a relationship exists between behavioral and
DPOAE threshold estimates.

Table I provides a summary that includes the number of
observations meeting inclusion criteria for each of the nine
test frequencies, along with the slopes, correlations, inter-
cepts, and the standard errors for the linear regressions of
behavioral threshold onto DPOAE threshold. In addition to
the increase in the number of conditions for which data were
available, the correlation between behavioral thresholds and
predicted DPOAE thresholds increased as frequency in-
creased. With the exceptions of 500, 6000, and 8000 Hz, the
standard errors were relatively constant as a function of fre-
quency. The small standard error at 500 Hz likely results
from the fact that, regardless of DPOAE threshold, the vast
majority of the cases meeting inclusion criteria had normal
behavioral thresholds at this frequency. The reasons for the
higher standard errors at 6000 and 8000 Hz are less obvious.

FIG. 2. Behavioral threshold~dB HL! as a function of DPOAE threshold
~dB SPL! for each of nine frequencies. Solid lines represent the best-fit line
to the data in each panel. See Table I for information regarding correlation
coefficients, standard errors, and the number of observations in each panel.
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At 8000 Hz, this effect could be the result of the paucity of
observations in which behavioral thresholds were between
20 and 40 dB HL. In addition, the larger standard errors at
6000 and 8000 Hz might have been due to standing-wave
problems during DPOAE measurements, although one might
predict that these problems would be more likely at 4000 Hz
~Siegel, 1994, 2002!, a frequency at which performance was
particularly good. In general, the correlations increase as fre-
quency increases, achieving a maximum of 0.85 at 4000 Hz,
decreasing slightly at 6000 and 8000 Hz.

Following the convention used in Fig. 1~b!, Fig. 3 plots
the cumulative proportions for those cases failing to meet the
SNR criterion and the inclusion criteria associated with the
results of the linear regressions. Table II provides a summary
of the number of conditions for which the SNR criterion was
not met, the percentage of cases in which inclusion criteria
were not metand threshold<30 dB HL, and the mean
thresholds~and standard deviations! for these conditions.
The trends in Fig. 3 and Table II are similar to those ob-
served in Fig. 1~b!, when all of the data were combined. The

majority of ears that failed to produce at least three points on
the DPOAE I/O function for which the SNR>6 dB had be-
havioral pure-tone thresholds exceeding 30 dB HL. A smaller
number of cases were not included because they failed to
meet the inclusion criteria associated with the linear fits to
individual I/O functions. Thus, hearing loss existed in the
majority of conditions in which we could not reliably mea-
sure DPOAEs above the noise floor for at least three points
on an I/O function.

This point is perhaps made more clearly in Fig. 4, in
which the cumulative distributions describing the conditions
in which the SNR criterion was not met are superimposed in
one plot for the octave frequencies from 500 to 4000 Hz.
These are the same distributions that were shown in the ap-
propriate panels of Fig. 3. Note that there is systematic shift
of these distributions towards higher behavioral thresholds as
frequency increases. Thirty-three percent of the cases in
which the SNR was not met at 500 Hz had thresholds better
than 30 dB HL, reflecting the difficulty in making DPOAE
measurements at such low frequencies. At 1000, 2000, and
4000 Hz, this number was 16%, 7.5%, and 0%, respectively.

TABLE I. The number of conditions meeting all inclusion criteria, along
with the slopes, correlations, and standard errors when behavioral thresholds
were predicted from DPOAE thresholds at each of nine frequencies~see Fig.
2!.

Frequency
~Hz!

No. of
conditions meeting
inclusion criteria Slope Intercept Correlation

Standard
error ~dB!

500 27 0.6 214 0.57 9.0
750 48 0.7 210 0.49 13.8

1000 88 0.8 29 0.66 11.6
1500 98 0.8 210 0.68 11.2
2000 110 1.0 216 0.74 10.6
3000 103 0.8 26 0.74 12.5
4000 149 1.1 26 0.85 11.2
6000 118 1.3 219 0.74 16.3
8000 81 1.8 239 0.76 19.2

FIG. 3. Cumulative proportions of the number of conditions that failed to
meet the SNR criterion~solid lines! or the inclusion criteria related to the
linear regressions of individual DPOAE I/O functions~dashed lines! as a
function of behavioral threshold~in dB HL!. See Table II for a listing of the
number of conditions represented on each function, along with the mean
behavioral thresholds and their accompanying standard deviations.

TABLE II. The number of conditions failing to meet SNR criterion, the
percentage of conditions for which behavioral thresholds were less than or
equal to 30 dB HL, and the mean and standard deviations for these condi-
tions at each of nine frequencies~see solid lines, Fig. 3!.

Frequency
~Hz!

No. of
conditions

failing SNR
criterion

% of
thresholds

<30 dB HL
Mean

thresholds
Standard
deviation

500 88 33 44.2 31.3
750 73 12 57.7 26.3

1000 120 16 55.3 26.0
1500 122 7.5 59.4 24.6
2000 124 7.5 63.1 25.1
3000 122 5 67.5 23.8
4000 104 0 74.2 22.5
6000 120 3 73.3 25.0
8000 111 11 65.6 29.0

FIG. 4. Cumulative proportions of the behavioral thresholds for those con-
ditions in which the SNR criterion~three points on the I/O function with
SNRs>6 dB) was not met. These functions are the same data as was shown
in the appropriate panels of Fig. 3, only here they are superimposed for the
four octave frequencies from 500 to 4000 Hz.
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Thus, the proportion of time the SNR criterion was not met
in normal ears decreased as frequency increased. At 4000
Hz, every condition failing to meet the SNR criterion had
thresholds exceeding 30 dB HL. As would be expected from
these distributions, there also was a systematic, monotonic
increase in mean thresholds as frequency increased, going
from 44.2 dB HL at 500 Hz to 74.2 dB HL at 4000 Hz~see
Table II!.

In comparison to the number of times the SNR criterion
was not met, a smaller number of conditions did not meet the
inclusion criteria associated with the linear regressions, and
the majority of this subset of cases had normal hearing. Table
III provides a summary of the number of times this occurred,
the percentage of those cases with thresholds<30 dB HL,
and the mean and standard deviations of the behavioral
thresholds for these distributions at each of nine frequencies.
In contrast to the behavioral thresholds for those DPOAE I/O
functions not meeting the SNR criterion, the majority of the
subset of cases not meeting the inclusion criteria associated
with the linear regressions had normal hearing.

C. Extended analyses

Several additional analyses were performed in an effort
to ~1! improve upon the accuracy with which the data from
DPOAE I/O functions predicted behavioral thresholds and
~2! increase the number of conditions in which the inclusion
criteria were met. In the two analyses described below, data
were collapsed across the nine test frequencies. In this re-
spect, these analyses are similar to the approach taken in Fig.
1. Using the same stimulus conditions and inclusion criteria
that were used by Boege and Janssen~2002!, data were re-
analyzed with three added constraints:~1! any DPOAE
threshold predictions that were less than 20 dB SPL were
arbitrarily set to 20 dB SPL,~2! any behavioral thresholds
less than 0 dB HL were arbitrarily set to 0 dB HL, and~3!
any behavioral thresholds exceeding 60 dB HL were simi-
larly set to 60 dB HL. The DPOAE threshold limit was based
on the view that DPOAE thresholds lower than this would be
difficult to measure because of problems associated with the
noise floor. The lower behavioral threshold limit was based

on the view that it is uncommon to measure behavioral
thresholds less than 0 dB HL. The upper limit on behavioral
thresholds was based on the hypothesis that DPOAEs are
produced by OHCs, and that complete loss of OHCs~with
completely normal inner hair cells! will produce no more
than about 60 dB of hearing loss. The combined effect of
these three constraints was to restrict the threshold predic-
tions to the range where the relation between DPOAE thresh-
olds and behavioral thresholds appears to be most linear. A
scatter plot depicting this analysis is shown in Fig. 5~a!. This
figure follows the convention that was used in Fig. 1~a!, with
behavioral thresholds plotted as a function of predicted
DPOAE thresholds in Fig. 5~a!. Cumulative distributions for
the cases not meeting either the SNR criterion or the inclu-
sion criteria based on linear regressions are shown in Fig.
5~b!. As expected, there was no change in the number of
conditions that met the inclusion criteria, as these criteria
were not changed in this analysis. Thus, the percentage of
ears with normal hearing failing to meet criteria are identical
to those described in association with Fig. 1~b!. However, the

TABLE III. The number of conditions failing to meet criteria associated
with linear regressions~LR! for individual DPOAE I/O functions, the per-
centage of conditions for which behavioral thresholds were less than or
equal to 30 dB HL, and the mean and standard deviations for these condi-
tions at each of nine frequencies~see dashed lines, Fig. 3!.

Frequency
~Hz!

No. of
conditions
failing LR

criteria

% of
thresholds

<30 dB HL
Mean

thresholds
Standard
deviation

500 43 93.0 3.1 15.7
750 37 97.0 20.3 14.9

1000 60 93.5 5.2 13.8
1500 51 94.0 3.9 13.4
2000 39 90.0 6.2 16.3
3000 47 87.0 12.4 21.9
4000 19 74.0 17.1 24.6
6000 31 55.0 32.1 31.3
8000 78 55.0 34.6 39.1

FIG. 5. ~a! Behavioral threshold~dB HL! as a function of predicted DPOAE
threshold~dB SPL!. The analysis here used the same inclusion criteria as
was used in the analysis shown in Fig. 1. However, any DPOAE threshold
prediction less than 20 dB SPL was arbitrarily set to 20 dB SPL, any be-
havioral thresholds less than 0 dB HL were set to 0 dB HL, and any behav-
ioral thresholds exceeding 60 dB HL were set to 60 dB HL.~b! Cumulative
proportions for the conditions failing to meet the SNR criterion~solid line!
or the inclusion criteria associated with the linear regressions~dashed line!.
Also shown are the number of conditions represented on each distribution,
the mean behavioral thresholds and their standard deviations.
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correlation increased to 0.82 and the standard error decreased
to 10.1, both of which represent improvements over what
was achieved in the analysis summarized in the top panel of
Fig. 1, where there were no constraints on either behavioral
or predicted DPOAE thresholds.

In the final analyses, behavioral thresholds and predicted
DPOAE thresholds were restricted to the same range that
was used for the analysis described in Fig. 5. However, the
primary levels (L2) were expanded to include the range from
10 to 85 dB SPL. This rule was modified so that, for any
individual DPOAE I/O function, fits were performed for a
maximum range of primary levels of 40 dB, starting at the
lowest L2 level that achieved a 10-dB SNR. The SNR crite-
rion was increased to 10 dB, in part to assure that the
DPOAE levels measured for high-level stimuli were not af-
fected by system distortion. The increase in SNR criterion
from 6 to 10 dB and the inclusion of higher primary levels
might have resulted in a less frequency-specific response,
compared to conditions in which the SNR56 dB and pri-
mary levels were restricted to 65 dB SPL or less. However,
as will be seen below, the correlation was unaffected by these
changes. Finally, the criteria based on the linear regressions
were altered, such that the slope had to be at least 0.1mPa/
dB, the correlation coefficient had to be>0.7, and the stan-
dard error had to be<9 dB. In total, these new criteria were
selected such that more I/O functions would meet inclusion
criteria while the correlation would remain the same or in-
crease. Other criteria also were evaluated~such as returning
to the SNR criterion of 6 dB!. While other criteria resulted in
the inclusion of more I/O functions, they did so at the ex-
pense of a reduction in the correlation.

The results of this analysis are summarized in Fig. 6,
following the convention used in Figs. 1 and 5. This analysis
resulted in the highest correlation~0.83! of any of the three
analyses that evaluated the data collapsed across frequency,
while the standard error for this condition~10.7! was slightly
higher than the standard error observed in one of the previ-
ous two analyses~10.1!. However, inclusion criteria were
met for more than 100 additional conditions in this case.
Thus, the inclusion of a wider range of stimulus levels and a
slight alteration of the inclusion criteria resulted in an in-
crease in the number of conditions in which the approach
proposed by Boege and Janssen~2002! could be applied.
Any loss in frequency specificity~due to the increased pri-
mary levels and SNR criterion! did not negatively impact the
correlation.

IV. DISCUSSION

To summarize the results of the first part of this study,
the results reported by Boege and Janssen~2002! were es-
sentially replicated, using the same stimulus conditions and
inclusion criteria that were used by them. When evaluating
the results collapsed across frequency, similar results were
observed for the present data compared to the previously
reported correlations between behavioral thresholds and pre-
dicted DPOAE thresholds, based on linear regressions of
DPOAE amplitude~mPa! onto DPOAE stimulus level~dB
SPL!. The previous results were extended in a number of
different ways. First, we evaluated the auditory thresholds

among those ears that failed to meet inclusion criteria. The
majority of the cases failing to meet a SNR criterion had
hearing loss. A smaller number of ears failing to meet inclu-
sion criteria associated with the linear regressions of indi-
vidual DPOAE I/O functions also had hearing loss. In an-
other extension of the previous work, we evaluated the effect
of frequency on the accuracy with which audiometric thresh-
olds could be estimated. The best performance was observed
at 4000 Hz. Best performance was defined as the frequency
for which the correlation between threshold estimates was
highest, the standard error was the lowest, and the percentage
of ears not meeting inclusion criteria that also had hearing
loss was highest. At low frequencies, performance was par-
ticularly poor, but poor performance also was observed at
8000 Hz. Finally, inclusion criteria were adjusted in efforts
to determine if better test performance could be achieved
with a different set of rules than those proposed by Boege
and Janssen~2002!. Taking measurements for a wider range
of levels and slightly altering the inclusion criteria resulted in

FIG. 6. ~a! Behavioral threshold~dB HL! as a function of predicted DPOAE
threshold~dB SPL!. The range of stimulus levels was increased from 20–65
dB SPL to 10–85 dB SPL; however, only a 40-dB range of stimulus levels
was used when fitting linear equations to individual DPOAE I/O functions.
In addition, the SNR criterion was changed to 10 dB, and the criteria asso-
ciated with the linear regressions were relaxed~see text for details!. Both
DPOAE threshold prediction and behavioral thresholds were restricted in
the same way as they were restricted for the analyses shown in Fig. 5.~b!
Cumulative proportions for the conditions failing to meet the SNR criterion
~solid line! or the inclusion criteria associated with the linear regressions
~dashed line!. Also shown are the number of conditions represented on each
distribution, the mean behavioral thresholds, and their standard deviations.
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an improvement in test performance. That is, a larger number
of conditions met inclusion criteria and a higher correlation
was observed between behavioral thresholds and predicted
DPOAE thresholds.

It may be important to note that the present results could
be specific to the conditions of these measurements, espe-
cially the way in which L1 varied in relation to L2 ~Kummer
et al., 1998!. It is unclear whether similar results would be
observed if a constant primary-level difference of 0, 10, or
15 dB were used. The present data do not allow us to address
this issue. In addition, audiometric threshold~in dB HL! was
predicted in the present study, whereas Boege and Janssen
~2002! predicted behavioral thresholds in dB SPL. Audio-
metric thresholds were chosen in the present study because
of their use in clinical assessments. In addition, converting
the present audiometric thresholds to dB SPL would have no
influence on the correlations for individual frequencies, since
the conversion would amount to adding the same constant to
audiometric thresholds in each panel of Fig. 2, even though
that constant would vary across frequency. The threshold ref-
erence could have had an influence on the correlations be-
tween behavioral and DPOAE thresholds when data were
collapsed across frequency~Figs. 1, 5, and 6!. However, in
the condition in which the most direct comparisons could be
made between the present results and those reported by
Boege and Janssen~see Fig. 1!, similar correlations were
observed. Thus, there was no apparent detrimental affect of
threshold reference on the correlation.

Boege and Janssen~2002! related their DPOAE I/O
pressure functions to previous measurements of basilar-
membrane motion, described by Ruggeroet al. ~1997!.
While it is attractive to relate the shape of the DPOAE func-
tions to underlying physiological response properties, it is
unclear that such effort was necessary or adds to the practical
value of the observations they made. In the end, the success
of their approach relies on an empirical evaluation of the
extent to which behavioral thresholds can be predicted from
DPOAE I/O functions. Their efforts in this regard make an
important contribution to the continuing evolution of the
clinical application of DPOAE measurements.

Our approach has been to follow a similar empirical
evaluation of the extent to which DPOAE measurements can
be used to predict behavioral pure-tone thresholds. We were
able to essentially replicate the work of Boege and Janssen.
If at least three points on the DPOAE I/O function are char-
acterized by a SNR>6 dB, DPOAE levels, converted to
pressure and fit with a linear equation of pressure onto stimu-
lus level, can be used to extrapolate to a DPOAE threshold
that itself can be used to predict behavioral pure-tone thresh-
olds. An advantage of using supra-threshold values on the
DPOAE I/O function is that the measurements can be made
in conditions for which a favorable SNR might be observed.
Contrast this case with one in which DPOAE thresholds are
estimated from direct measurements in which stimulus levels
are used that range from being just above to just below
DPOAE threshold. Under these latter conditions, the SNR,
by definition, will be low in every case, which will affect the
reliability of the measurement and make response detection
difficult. Thus, supra-threshold DPOAE measurements pro-

vide an opportunity for more reliable and potentially quicker
measurements than DPOAE threshold measurements. In
turn, this could lead to behavioral threshold predictions that
might be accomplished under routine clinical conditions.

Our initial, combined-frequency correlation coefficient
~0.70! exceeded the correlation reported by Boege and Jans-
sen~0.65! despite our having two additional sources of vari-
ability. First, we did not use the same earphone for behav-
ioral threshold and DPOAE measurements, as was done in
the previous study. Second, our subjects had a wider range of
hearing thresholds. Our observation of a higher correlation
may have been due to our use of measurement-based stop-
ping rules, which resulted in longer averaging times for those
DPOAE measurements in which the noise level was high.

Several studies have examined the relationship between
DPOAE measurements and behavioral thresholds~Martin
et al., 1990; Allen and Levitt, 1992; Kimberleyet al., 1994,
1997; Gorgaet al., 1996, 1997, 2002; Dornet al., 1998!.
These studies observed varying degrees of success in relating
the two measures. In the end, however, DPOAE measure-
ments have been used almost exclusively to make a dichoto-
mous decision as to whether hearing is normal or impaired,
without regard to the magnitude of the hearing loss~e.g.,
Gorga et al., 1993, 1997, 2000; Stoveret al., 1996; Kim
et al., 1996!. Most multivariate estimates also were con-
cerned with determining if hearing was normal or impaired
~Dorn et al., 1999; Gorgaet al., 1999!, although the work of
Kimberleyet al. ~1994, 1997! represents an exception to that
rule. The approach described by Boege and Janssen~2002!
and Oswaldet al. ~2002! makes use of the entire DPOAE I/O
function in deriving an estimate that goes beyond a dichoto-
mous decision and predicts behavioral threshold. Although
variable, it was the case that behavioral thresholds could be
predicted from DPOAE data, an observation that was repli-
cated in the first part of the present experiment.

Unfortunately, not all DPOAE data met the initial SNR
inclusion criterion for a sufficient number of points. Clini-
cally, it is of interest to understand what proportion of the
time this occurred and, more importantly, what was the au-
ditory status in those cases when the SNR criterion was not
met. Using the same criterion that was used by Boege and
Janssen~2002!, 44.2% of all DPOAE I/O functions~col-
lapsed across frequency! did not meet the SNR inclusion
criterion. However, 90% of these cases had accompanying
behavioral thresholds greater than 30 dB HL, and the mean
threshold for the entire group failing to meet the SNR crite-
rion was 62.9 dB HL (s.d.527.3 dB)@see Fig. 1~b!#. While it
was not possible to predict behavioral threshold from the
DPOAE data when the SNR criterion was not met, hearing
loss was present in the majority of these cases. From a clini-
cal perspective, this is important information in that the hear-
ing loss was identified by the technique, even if it was not
quantified. On the other hand, 18.4% of the total sample of
DPOAE I/O functions failed to meet the inclusion criteria
associated with the linear regression of DPOAE pressure
~mPa! onto DPOAE stimulus level~dB SPL!. Eighty-one
percent of this subgroup~329 DPOAE I/O functions! had
thresholds better than 30 dB HL. In a sense, these cases
represent a ‘‘false-positive’’ condition, in which normal ears
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failed to meet criteria. When added to the number of condi-
tions for which the SNR criterion was not met among ears
with thresholds less than or equal to 30 dB HL~98 condi-
tions!, one derives an overall ‘‘false-positive’’ rate of 19.3%
((329198)/2211). Obviously, reducing this number would
be of clinical interest.

Errors in prediction were not uniformly distributed
across frequency. The best performance was observed for
mid-to-high frequencies, with poorer performance at lower
frequencies, 8000 Hz, and perhaps 6000 Hz~see Figs. 2–4,
and Tables I–III!. For example, the correlations were higher
and the standard errors were typically lower at 2000, 3000,
and 4000 Hz, compared to higher and lower frequencies.
Furthermore, the percentage of cases with behavioral thresh-
olds less than or equal to 30 dB HL that did not meet the
SNR criterion were lower at these frequencies~7.5% at 2000
Hz, 5% at 3000 Hz, and 0% at 4000 Hz!. Thus, there was a
smaller percentage of cases at 2000, 3000, and 4000 Hz for
which the SNR criterion was not metand hearing was nor-
mal. Finally, one can also estimate something akin to a
‘‘false-positive’’ rate by adding the number of cases with
behavioral thresholds<30 dB HL that failed to meet either
the SNR criterion or the inclusion criteria associated with the
linear regression, and divide this number by the total number
of DPOAE I/O functions for these three frequencies. This
results in a ‘‘false-positive’’ rate of 12.9%, which is less than
the similarly calculated percentage collapsed across all fre-
quencies~19.3%!. These observations are not unexpected,
given previous results that have demonstrated that DPOAE
test performance in a dichotomous pass/fail decision is better
at mid and high frequencies, compared to lower frequencies
~e.g., Gorgaet al., 1993, 1997, 2000; Kimet al., 1996; Sto-
ver et al., 1996!.

Finally, overall performance was improved if the range
of predicted DPOAE thresholds and the range of behavioral
thresholds were restricted. These restrictions resulted in an
increase in the correlation from 0.70 to 0.82. Additionally,
including a wider range of stimulus levels and altering the
inclusion criteria associated with the linear regressions re-
sulted in a slight further increase in the correlation between
behavioral thresholds and predicted DPOAE thresholds.
More importantly, these changes in inclusion criteria allowed
for predictions of behavioral thresholds in a larger percent-
age of DPOAE measurements. Some of these manipulations
are based in an understanding of both DPOAE responses and
behavioral thresholds, and others are more arbitrary. How-
ever, these results suggest that further improvements in ac-
curacy might be achieved through additional efforts to opti-
mize predictions of behavioral thresholds from DPOAE data
~see also Oswaldet al., 2002!.
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Amplitude and phase of distortion product otoacoustic
emissions in the guinea pig in an (f1 ,f2) area study
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Lower sideband distortion product otoacoustic emissions~DPOAEs!, measured in the ear canal
upon stimulation with two continuous pure tones, are the result of interfering contributions from two
different mechanisms, the nonlinear distortion component and the linear reflection component. The
two contributors have been shown to have a different amplitude and, in particular, a different phase
behavior as a function of the stimulus frequencies. The dominance of either component was
investigated in an extensive (f 1 , f 2) area study of DPOAE amplitude and phase in the guinea pig,
which allows for both qualitative and quantitative analysis of isophase contours. Making a minimum
of additional assumptions, simple relations between the direction of constant phase in the (f 1 , f 2)
plane and the group delays inf 1-sweep,f 2-sweep, and fixedf 2 / f 1 paradigms can be derived, both
for distortion~wave-fixed! and reflection~place-fixed! components. The experimental data indicate
the presence of both components in the lower sideband DPOAEs, with the reflection component as
the dominant contributor for lowf 2 / f 1 ratios and the distortion component for intermediate ratios.
At high ratios the behavior cannot be explained by dominance of either component. ©2003
Acoustical Society of America.@DOI: 10.1121/1.1568753#

PACS numbers: 43.64.Jb, 43.64.Kc@BLM #

I. INTRODUCTION

Distortion product otoacoustic emissions have, since
their first appearance in literature in 1979~Kemp, 1979!,
been of great interest to researchers in the field of cochlear
mechanics. In the past several years, the main focus has been
on the generation mechanisms of the DPOAE and the places
in the cochlea involved in the generation. Evidence for the
two-source model of DPOAE generation, first proposed by
Kim ~1980!, was collected and there is now a solid basis for
Kim’s theory that the lower sideband DPOAEs~with f dp

, f 1 , f 2) consist of at least two components, one coming
from the overlap region of the primaries nearX2 and one
coming from the DP characteristic placeXdp ~Kummeret al.,
1995; Brown et al., 1996; Heitmannet al., 1998; Mauer-
mannet al., 1999; Talmadgeet al., 1999; Shera and Guinan,
1999!. However, Shera and Guinan~1999! and Kalluri and
Shera~2001! have argued that the fundamental difference
between the two components that contribute to the DPOAE
in the ear canal is in the mechanism, not just in the location
of the source. Instead of ‘‘two-source model,’’ they use the
term ‘‘two-mechanism model.’’ In this model, nonlinear dis-
tortion at the overlap region nearX2 generates the initial
component that travels both basally and apically, while linear
coherent reflection at the apical DP place results in the sec-
ond backward traveling component~Talmadgeet al., 1998;
Shera and Guinan, 1999; Kalluri and Shera, 2001!. Together

with multiple internal reflections they add up to the DPOAE
in the ear canal. Note that the dichotomy between distortion
component and reflection component breaks down in the
limit of f 2 / f 1 approaching 1. In this limit, the lower side-
band DPOAEs are not reflected, but actually generated near
their resonance place.

The less studied upper sideband DPOAEs~with f dp

. f 1 , f 2) cannot be described by the two-mechanism model,
at least not with a distortion source atX2 and a reflection at
Xdp, since the distortion product cannot propagate as a wave
on the basilar membrane fromX2 to the basalXdp. If the
upper sideband DPOAEs are generated by nonlinear distor-
tion atX2 , the basilar membrane might be driven atXdp by a
different mechanism~e.g., fluid coupling or evanescent
waves!, so the distortion product is reemitted atXdp. Data
suggesting that these DPOAEs arise directly from around the
DP frequency place was presented by Martinet al. ~1987,
1998!.

The nonlinear distortion mechanism has proven to be a
wave-fixed mechanism, meaning that the source location is
fixed to the traveling wave pattern, in this case off 2 ~Kemp,
1986; Shera and Guinan, 1999!. On the other hand, linear
reflection is a place-fixed phenomenon, occurring at irregu-
larities in the mechanics of the cochlea around the DP char-
acteristic place~Shera and Guinan, 1999!. Originally, the
terms place-fixed and wave-fixed were not coupled to the
two distinct locations in the cochlea but were seen as two
possible mechanisms for DPOAE generation atX2 ~Kemp,
1986; O’Mahoney and Kemp, 1995; Moulin and Kemp,
1996!.

The distortion component and the reflection component
show a different phase behavior as a function of frequency,
which is the main reason they were recognized as being the
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Center, P.O. Box 7057, 1007 MB Amsterdam, The Netherlands.
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result of two such different mechanisms~Talmadgeet al.,
1998; Knight and Kemp, 2000; Kalluri and Shera, 2001!.
Phase versus frequency measurements can be used to deter-
mine the presence of the different components. Several ex-
perimental paradigms are in use for measuring DPOAE
phase behavior. Phase versus frequency curves have been
measured withf 1-sweep or f 2-sweep ~respectively, fixing
f 2 , varying f 1 and fixing f 1 , varying f 2) but also with con-
stant f 2 / f 1 ~Kimberley et al., 1993; O’Mahoney and Kemp,
1995; Knight and Kemp, 1999; Sheraet al., 2000!. Compar-
ing the results of these paradigms is difficult due to the fact
that the place of generation, tightly linked to the envelope of
the f 2-wave, remains fixed in anf 1-sweep, but moves in
different ways along the basilar membrane in the other
sweep paradigms~Tubis et al., 2000; Prijs et al., 2000!.
Phase slope delays of lower sideband DPOAEs measured
with f 2-sweep, at intermediate frequency ratios, are larger
than delays measured withf 1-sweep ~O’Mahoney and
Kemp, 1995; Moulin and Kemp, 1996; Schneideret al.,
1999!. This observation can be understood by considering
the shift of generation site in thef 2-sweep paradigm in the
wave-fixed model, combined with the assumption of scaling
invariance of the cochlea~Schneideret al., 2000; Prijset al.,
2000; Sheraet al., 2000; Talmadgeet al., 2000; Tubiset al.,
2000!. When measuring the DPOAEs by varying bothf 1 and
f 2 in small frequency steps and so mapping part of the
( f 1 , f 2) plane in detail, phase slope delays in all directions
like constant f 1 , constantf 2 , and constantf 2 / f 1 can be
deduced~Knight and Kemp, 2000!. This gives a more de-
tailed view of the DPOAE phase behavior than single
sweeps.

The phase of the nonlinear distortion component is
roughly constant when measured with constant frequency ra-
tio f 2 / f 1 , which can be understood by assuming cochlear
scale invariance, since in that case the relative phases of the
three componentsf 1 , f 2 , and f dp remain unchanged~Tal-
madgeet al., 1998; Shera and Guinan, 1999; Knight and
Kemp, 2000; Sheraet al., 2000!. Using their unmixing strat-
egy, Kalluri and Shera~2001! showed that the phase of the
reflection component, analogous to the SFOAE, changes fast
with frequency in a constantf 2 / f 1 paradigm. Interference of
the two components with different phase behavior, the dis-
tortion component with the shallow phase gradient and the
reflection component with the steep phase gradient, results in
fine structure in the DPOAE amplitude~Talmadgeet al.,
1998, 1999; Heitmannet al., 1998!. Suppression of the re-
flection component by using a third tone close tof dp yields a
shallow phase gradient and a smooth DPOAE amplitude
~Heitmannet al., 1998; Talmadgeet al., 1999; Kalluri and
Shera, 2001!. The relative contribution of each component to
the total DPOAE varies with stimulus parameters, especially
frequency ratiof 2 / f 1 ~Knight and Kemp, 2000! and stimulus
level ~Fahey and Allen, 1997!. Knight and Kemp~2000!
found shallow phase gradients for intermediate ratios
( f 2 / f 151.1– 1.3) and steep phase gradients for a small ratio
~1.05!. Which of the two components dominates the total
DPOAE as a function of stimulus parameters is an important
question, for instance for the interpretation of clinical

DPOAE data, and obviously DPOAE phase behavior is an
important clue in answering this question.

In this study we report extensive measurements of
guinea pig DPOAE amplitude and phase in an (f 1 , f 2) area.
The measurements are an extension of some of our previous
work ~Schneideret al., 1999, 2001!, in which we presented
DPOAE phase-frequency and amplitude-frequency data
measured withf 1- and f 2-sweeps, and group delays deter-
mined at optimum ratio only. In several respects, the data and
their analysis are also an extension and further elaboration of
the work of Knight and Kemp~2000, 2001!. Because of the
higher signal-to-noise ratio in the guinea pig~Schneider
et al., 1999! more detailed information could be obtained on
higher order DPOAEs. Besides the presentation of amplitude
and phase maps, several more quantitative ways of analyzing
the data are elaborated, concentrating on group delays and
their mutual relations as a function off 2 / f 1 ratio. To inves-
tigate the influence of stimulus level ratio on the relative
contribution of the distortion and reflection components, we
used two sets of stimulus levels. Finally, some interesting
results on fine structure in guinea pig DPOAEs are consid-
ered.

II. THEORY

The (f 1 , f 2) area representation that we use in this paper
is schematically shown in Fig. 1, as an empty (f 1 , f 2) matrix
on which amplitude and phase can be plotted. Both upper
and lower sideband DPOAEs (f dp. f 1 , f 2 and f dp, f 1 , f 2 ,

FIG. 1. The (f 1 , f 2) area representation. Amplitude and phase will be plot-
ted on this empty (f 1 , f 2) matrix. Lines of constantf dp are parallel in this
representation, and are shown for the 2f 12 f 2 distortion product~solid!.
Their slope depends on DPOAE order. Lines of constantf 2 / f 1 ~dashed!
radiate from the origin~0,0!.
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respectively! will be shown in the same representation, with
f 2 on the horizontal axis. Lines of constant DP frequency are
parallel in this representation, and shown for the cubic dis-
tortion product 2f 12 f 2 ~solid!. Their slope depends on
DPOAE order. Lines of constant frequency ratiof 2 / f 1

~dashed! radiate from the origin~0,0!. When DPOAE phase
is known in all points neighboring (f 1 , f 2) in this represen-
tation, phase slope delays in all desired directions can be
obtained. Phase slope delay~often called group delay! is de-
fined as

D52
1

2p

dwdp

d fdp

~1!

with wdp the phase of the distortion product andf dp5(n
11) f 12n f2 (n integer, andf 1, f 2). A group delay is usu-
ally measured by changing the DPOAE frequencyf dp in one
of three controlled manners; by changingf 1 while keeping
f 2 fixed (f 1-sweep!, by changingf 2 while keepingf 1 fixed
( f 2-sweep!, and by changing bothf 1 and f 2 at a fixed fre-
quency ratio. We term the resulting delays, respectively,D1 ,
D2 , andD12uR. In the (f 1 , f 2) area representation, trigono-
metrical relations hold between the phase gradients in the
two perpendicular directions and the phase gradient in an
oblique direction at anglea ~see Fig. 1!. However, these
phase gradients are not derivatives to the DPOAE frequency
f dp. The f 1- and f 2-sweep group delays can be calculated
from the phase gradients as follows:

D152
1

2p

dw

d fdp
U

f 2

52
1

2p

1

n11

]w

] f 1

, ~2!

D252
1

2p

dw

d fdp
U

f 1

5
1

2p

1

n

]w

] f 2

. ~3!

The group delay in any directiona can be calculated by
expressing the DPOAE phase change and frequency change
as a function ofa and the change inf 2 . At constanta the
DPOAE phase change is given by

dwua5S ]w

] f 1

•tan a1
]w

] f 2
D d f2

522p~~n11!•tan a•D12n•D2!d f2 ~4!

while the associated DPOAE frequency change is given by

d fdpua5~~n11!•tan a2n!d f2 . ~5!

Combining Eqs.~1!, ~4!, and ~5! results in the group delay
for constanta in a point (f 1 , f 2), which depends on thef 1-
and f 2-sweep group delaysD1 andD2 according to

D~a!52
1

2p

dw

d fdp
U

a

5
~n11!•sin a•D12n•cosa•D2

~n11!•sin a2n•cosa
. ~6!

This reduces to thef 1-sweep group delayD1 for a590° and
the f 2-sweep group delayD2 for a50°. For a sweep with

constant frequency ratiof 2 / f 1 , the group delayD12uR can be
derived from D1 and D2 by applying Eq. ~6! using a
5arctan (f 1 / f 2) and

rn5
n11

nR
~7!

with R5 f 2 / f 1 . This results in

D12uR5
rn•D12D2

rn21
. ~8!

This expression, which is independent of any model or gen-
eration mechanism, relates the three phase-gradient delays,
and is in fact the same relation Sheraet al. @Sheraet al.
~2000!, Eq. ~22!# have derived.

A. Distortion component

For the distortion component~or wave-fixed DPOAE
component!, under the assumptions of a logarithmic place-
frequency map and frequency-shift invariance, the phase pro-
files of the components involved in DPOAE generation are
fixed when the frequency ratiof 2 / f 1 is kept constant~Tal-
madge et al., 1998; Prijs et al., 2000!. This implies that
changing the DPOAE frequency in a fixed-ratio-sweep yields
a flat phase versus frequency curve for the distortion compo-
nent, resulting in

D12uR50. ~9!

Combining Eqs.~8! and~9! gives the previously derived re-
lation between D1 and D2 for the wave-fixed model
~Schneideret al., 2000; Talmadgeet al., 2000; Prijset al.,
2000!

D2

D1

5
n11

n

f 1

f 2

5rn . ~10!

So, the group delays of a DPOAE consisting only of the
distortion component~a wave-fixed emission! are expected
to obey Eqs.~9! and ~10!, which express exactly the same
feature as isophase contours in the direction of constant
f 2 / f 1 in the area representation. This holds for both lower
sideband and upper sideband DPOAEs, with a distortion
component generated at any place along the basilar mem-
brane.

B. Reflection component

When the reflection component~a place-fixed emission!
dominates the total lower sideband DPOAE, the phase is
expected to be constant in a direction of constantf dp ~Knight
and Kemp, 2000!, implying

D~a!50 ~11!

with tan(a)5n/(n11). Substituting this in Eq.~6! results in

D2

D1

51. ~12!

Subsequently, with Eq.~8! this results in

D12uR5D15D2 . ~13!
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This relation, for the case of a dominant reflection compo-
nent, has also been predicted by Tubiset al. ~2000!.

A similar analytical treatment of the upper sideband
DPOAEs based on their reemission at the more basalXdp has
not been derived so far, albeit that for the USB reemission
componentD12uR will be different from zero. In addition,
Eqs. ~12! and ~13! will hold for f 2 / f 151 and largef 2 / f 1 .
Possible small deviations may occur for midrange ratios
~Knight and Kemp, 2000!.

III. METHODS

A. Animal care and preparation

The results presented in this study have been obtained
from acute experiments in six female albino guinea pigs with
a body weight of 440–545 g (n55) or 900 g (n51). They
all showed healthy middle ears upon otoscopic inspection
and positive Preyer’s reflexes. The guinea pigs were pre-
medicated with atropine-sulphate~75 mg/kg, intramuscular!
and anaesthetized with an intramuscular injection of thalam-
onal ~1.6 ml/kg!, which is a combination of fentanyl~0.05
mg/ml! and droperidol~2.5 mg/ml!, followed 15 min later by
nembutal~23 mg/kg, intraperitoneal!. Supplementary doses
were administered approximately every 60 min~fentanyl,
0.08 mg/kg! and every 80 min~nembutal, 2.7 mg/kg!. Body
temperature was maintained at 3860.5 °C using a thermo-
statically controlled heating pad. The guinea pigs were tra-
cheotomized and the trachea was cleared at least every hour.
The ear with the highest 2f 12 f 2 amplitude atf 258 kHz
~with f 2 / f 151.3, L1565 dB SPL,L2555 dB SPL! was
used in the experiments. The pinna of this ear was removed,
leaving a small part of the external auditory meatus. The
head was stabilized with a bite-ring, an earbar in the con-
tralateral external auditory meatus, and a probeholder in the
ipsilateral external auditory meatus~with removed pinna!.
The microphone probe assembly was sealed into the external
auditory meatus through the probeholder. This experimental
approach was chosen because of the desired stable recording
conditions over a long duration of data collection. Proce-
dures were approved by the animal care committee of the
Leiden University.

B. Material

DPOAEs were measured using a Tucker Davis Tech-
nologies ~TDT! system, consisting of a signal processing
board, AD- and DA-converters, a trigger device, a clock-
generator, headphone buffers, and programmable attenuaters.
Customized software, developed in Delphi~Borland! was
used. The clock-generator provided a clock rate of 100 kHz,
which synchronized the trigger device, AD-, and DA-
converters and served as the sample rate for both AD and DA
conversion. Stimulus tonesf 1 and f 2 were played from two
separate DA channels, attenuated separately and delivered to
separate ER2 transducers~Etymotics Research!. A low-noise
microphone ER10-B~Etymotics Research!, housed in a cus-
tomized probe, recorded the frequency response in the ear
canal. The microphone signal was preamplified 40 dB.

C. DPOAE recording paradigms

DPOAEs were measured at 2233 stimulus frequency
combinations arranged in the (f 1 , f 2) plane as indicated in
Fig. 2. Frequencyf 2 varied between 7 and 9 kHz, and the
frequency ratiof 2 / f 1 was kept between 1.01 and 1.50. In
both directions, frequency steps were 48.8 Hz. These stimu-
lus frequency combinations were played asf 1-sweeps from
low to high frequency ratio, starting with a fixedf 2 of 7 kHz
and ending withf 2 at 9 kHz. First, DPOAEs were measured
for all 2233 combinations at stimulus levelsL1565 dB SPL,
L2555 dB SPL. Including intermittent calibrations and DP-
grams, this took about 4.5 h for one guinea pig ear. Second,
the procedure was repeated in the same ear for stimulus lev-
elsL1555 dB SPL,L2565 dB SPL. At each (f 1 , f 2) stimu-
lus tones were played continuously during 204 windows of
20.48 ms. After an onset of 4 windows, 200 windows were
averaged, adding up to a total recording time of 4.096 s per
stimulus frequency combination. Phase changes in the probe
were corrected by subtracting 2w12w2 from the measured
DPOAE phase~for f dp52 f 12 f 2) wherew1 andw2 are the
phases off 1 and f 2 at the location of the microphone. During
the entire experiment, at regular intervals a calibration pro-
cedure was performed, to set the levels of the stimulus tones.
Also 2f 12 f 2 DPgrams were measured atf 254, 5.6, and 8
kHz, with f 2 / f 151.3 andL1 ,L2565,55 dB SPL. When the
DPOAE amplitude at 8 kHz differed more than 3 dB from
the previously measured DPgram, the ear canal was checked
and the probe replaced. Stable recordings over the entire
measurement time could be obtained in most ears, although
in rare occasions an apparent change in the response over
time could not be explained. The six animals for which data
are elaborated here represent the more stable recordings in a
larger group of animals.

FIG. 2. Area~shaded! of frequency combinations in the (f 1 , f 2) plane at
which the DPOAE measurements were done. Frequencyf 2 varied from 7 to
9 kHz, ratio f 2 / f 1 from 1.01 to 1.50. With a frequency spacing of 48.8 Hz
in both directions, the area contains 2233 stimulus frequency pairs.
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D. Data analysis

Apart from online processing in Delphi~Borland! to
monitor the course of the experiment, data analysis was done
offline with custom-designed MATLAB routines. From the
averaged acoustic response for each (f 1 , f 2) the amplitude
and phase spectra were calculated using a FFT algorithm.
For five distortion products (2f 12 f 2 , 3f 122 f 2 , 4f 1

23 f 2 , 2f 22 f 1 , and 3f 222 f 1) the amplitudes, noise levels,
and phases were taken from those spectra. Noise level was
defined as the average amplitude of the six frequency bins
closest to the DPOAE frequency. For each distortion product,
amplitude and phase were represented in an (f 1 , f 2) area
plot. The phase was unwrapped in two dimensions (f 1 and
f 2), to eliminate 2p phase jumps. Due to phase jumps of
approximatelyp, and missing points that did not meet the
signal-to-noise criterion, unwrapping in two dimensions is
sometimes ambiguous and then the outcome depends on the
order in which the (f 1 , f 2) plane is crossed. Care was taken
to unwrap the phase plane as neatly as possible, especially at
the small ratio side. In each (f 1 , f 2) point, the slope of the
phase plane was determined in two directions~constantf 1

and constantf 2), by fitting a linear regression line over three
points @( f 1 , f 2) and the two neighboring points#. This was
only done if the amplitudes in all three points met the signal-
to-noise criterion of 6 dB. To prevent phase irregularities due
to unwrapping or other problems to contaminate the results,
the phase slope was excluded from further analysis if the
correlation coefficient was smaller than 0.988~corresponding
to p50.10). From the phase slopes in the two perpendicular
directions in the (f 1 , f 2) plane, group delaysD1 andD2 were
calculated@with Eqs. ~2! and ~3!#. Note that the difference
with the slopes is that the group delays are phase derivatives
to f dp instead off 1 or f 2 . Equation~8! was used to determine
D12uR, the group delay for fixed frequency ratio. The crite-
rion for the correlation coefficient was estimated to lead to
maximum errors inD12uR in the order of 0.2 ms.

IV. RESULTS

A. Incidence of the different DPOAE orders

For all five DPOAEs and the two sets of stimulus levels
the percentage of (f 1 , f 2) combinations at which the signal-
to-noise ratio was larger than 6 dB was calculated, as a mea-
sure for the relative incidence of the DPOAE orders. Table I
shows the averages of six experiments with standard devia-
tions. All percentages are referenced to 2233, the maximum
number of (f 1 , f 2) points in the chosen area. Note that the
DPOAE frequency 4f 123 f 2 is negative for frequency ratios
above 1.33, so the maximum number of (f 1 , f 2) combina-

tions for that DPOAE is 1638 which corresponds to 73%.
Table I shows that at stimulus levelsL1565,L2555 dB SPL
the lower sideband DPOAE 2f 12 f 2 performs best. When
stimulus levelsL1555, L2565 dB SPL are used, which are
not considered optimal for the 2f 12 f 2 DPOAE, a decrease
is seen in the incidence of all lower sideband DPOAEs but a
dramatic increase occurs in the incidence of the upper side-
band DPOAEs, especially for 3f 222 f 1 . With L1555, L2

565 dB SPL 2f 12 f 2 and 2f 22 f 1 are equally well repre-
sented.

B. Amplitude and phase characteristics in the „f 1 ,f 2…

plane

1. Stimulus levels L 1,L2Ä65,55 dB SPL

In Fig. 3 amplitude and unwrapped phase of the lower
sideband DPOAEs 2f 12 f 2 , 3f 122 f 2 , and 4f 123 f 2 , mea-
sured in one guinea pig~GP55!, are shown in the (f 1 , f 2)
area representation. These results are obtained with stimulus
levelsL1565, L2555 dB SPL. Only data with a signal-to-
noise ratio better than 6 dB are shown. The area where the
amplitude is maximum runs approximately in the direction
of a constant frequency ratio@Figs. 3~a!, ~c!, and~e!; cf. Fig.
1#. There are also some valleys, e.g., in Fig. 3~a! for small
frequency ratios, that run in a different direction, approxi-
mately constantf dp. Note that these amplitude valleys seem
to have corresponding isophase profiles@Fig. 3~a! vs ~b!#.
Generally, however, isophase contours run in the directions
of constant frequency ratio, as do the amplitude maxima.

The amplitude and phase data of the upper sideband
DPOAE 2f 22 f 1 measured in GP70 are plotted in Fig. 4.
Stimulus levels were againL1565, L2555 dB SPL. Con-
stant phase now appears to be in a completely different di-
rection than in Fig. 3 for the lower sideband DPOAEs.
Isophase contours approximately follow the direction of con-
stant DPOAE frequency. Again there is a correspondence
between amplitude and phase patterns. The results shown in
Figs. 3 and 4 for GP55 and GP70 were representative for all
other animals.

2. Stimulus levels L 1,L2Ä55,65 dB SPL

Figure 5 shows the amplitude and phase patterns of the
lower sideband DPOAEs measured with the second set of
stimulus levels,L1555, L2565 dB SPL, in GP55. With this
set of stimulus levels there is only a small portion of the
( f 1 , f 2) area in which 4f 123 f 2 has a good signal-to-noise
ratio ~see also Table I!. When the amplitude pattern of the
2 f 12 f 2 DPOAE with these stimulus levels is compared with
the 2f 12 f 2 amplitude atL1 ,L2565, 55 dB SPL@Fig. 3~a!#
it is evident that the overall DPOAE amplitude is smaller but
also that the maximum amplitude occurs in a different region
and, notably, follows the direction of constantf dp instead of
constantf 2 / f 1 as in Fig. 3. Now the maximum amplitude
and isophase contours are generally not in the same direc-
tion; isophase contours still follow the direction of constant
frequency ratio, as in Figs. 3~b!, ~d!, and ~f! with stimulus
levelsL1 ,L2565,55 dB SPL.

In Fig. 6 the amplitude and phase of the upper sideband
DPOAE 2f 22 f 1 are shown, measured in GP70 with stimu-

TABLE I. Percentage of (f 1 , f 2) combinations at which the signal-to-noise
ratio .6 dB. Averaged results of six experiments, with standard deviations.

DPOAE L1 ,L2565,55 L1 ,L2555,65

2f 12 f 2 9662% 9064%
3f 122f 2 8562% 53610%
4f 123f 2 5563% 2364%
2f 22 f 1 76610% 8965%
3f 222f 1 2962% 7965%
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lus levelsL1555,L2565 dB SPL. Maximum amplitude and
constant phase follow lines in the direction of constant
DPOAE frequency, as with the first set of stimulus levels in
Fig. 4.

C. Group delays

From all phase planes, group delaysD1 and D2 were
determined at every combination (f 1 , f 2), andD12uR derived
using Eq.~8!. In Fig. 7~a!, pooledD12uR data is plotted as a
function of f 2 / f 1 for the lower sideband DPOAE 2f 12 f 2 ,
with L1565, L2555 dB SPL. Only group delays from fits
with a correlation coefficientr .0.988 ~corresponding to

FIG. 3. Amplitude ~left! and un-
wrapped phase~right! of the three
lower sideband DPOAEs in the
( f 1 , f 2) area representation. Measured
at L1 ,L2565,55 dB SPL, in GP55.
Grayscales indicate amplitude in dB
SPL and phase in radians.

FIG. 4. Amplitude~left! and unwrapped phase~right! of the upper sideband
DPOAE 2f 22 f 1 , measured in GP70 atL1 ,L2565,55 dB SPL.
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p,0.10) are shown. The solid line atD12uR50 is the predic-
tion from the wave-fixed model, describing the nonlinear dis-
tortion component@Eq. ~9!#. The wave-fixed hypothesis is
met for the intermediate frequency ratios, but not forf 2 / f 1

below approximately 1.20 and not towards the higher ratios
that were explored~.1.35!. As was shown in Sec. II, the
relation betweenD12uR, D1 and D2 implies that if D12uR
50, Eq.~10! holds forD2 /D1 . In Fig. 7~b!, D2 /D1 vs f 2 / f 1

is shown for the same DPOAE together with the prediction
from Eq. ~10!, and again it is clear that the wave-fixed hy-
pothesis is met in a limited intermediate range off 2 / f 1 . For
small frequency ratiosD2 /D1 approaches 1, in accordance
with Eq. ~12!, indicating that forf 2 / f 1 close to 1 the reflec-

FIG. 5. Amplitude ~left! and un-
wrapped phase~right! of the three
lower sideband DPOAEs measured in
GP55, withL1 ,L2555,65 dB SPL.

FIG. 6. Amplitude~left! and unwrapped phase~right! of the upper sideband
DPOAE 2f 22 f 1 , measured in GP70 with stimulus levelsL1 ,L2555,65 dB
SPL.
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tion component is dominant. Note that the same data was
used for Figs. 7~a! and~b!, and that the results are equivalent
as expected from Sec. II.

For Fig. 8, thef 2 / f 1 axis was divided into segments of
width 0.02. In all segments the meanD2 /D1 over all tested
ears was calculated as well as the standard error of the mean
~s.e.m.!. The error bars indicate plus and minus twice the
s.e.m. In the left column, the results for four DPOAEs are
given, measured withL1565, L2555 dB SPL, and in the
right column the same is done for stimulus levelsL1555,
L2565 dB SPL. In each subplot, the prediction from the
wave-fixed hypothesis@Eq. ~10!# is given with a solid line.
For the higher order DPOAEs with stimulus levelsL1565,
L2555 dB SPL@Figs. 8~c! and ~e!#, the error bars are quite
large at high frequency ratios. This is due to the fact that the
DPOAE frequency approaches zero~for 3f 122 f 2 at f 2 / f 1

51.50 and for 4f 123 f 2 at f 2 / f 151.33) which gives a poor
signal-to-noise ratio. In Fig. 8~f! it is clear that no conclu-

sions can be drawn for the 4f 123 f 2 component measured
with L1555, L2565 dB SPL, also due to a bad signal-to-
noise ratio~see also Table I!. Based on a strict reasoning with
the 95% confidence interval, the wave-fixed model is obeyed
only for f 2 / f 151.19– 1.27@2 f 12 f 2 , with L1 ,L2565,55 dB
SPL, Fig. 8~a!#. The frequency ratio range where the data fits
the wave-fixed prediction is centered at lower ratios for
higher order DPOAEs@Figs. 8~c! and ~e!#. With the second
set of stimulus levels, the range of the agreement with the
wave-fixed prediction is wider, from 1.15 to 1.35 for the
2 f 12 f 2 @Fig. 8~b!#. The higher order DPOAE 3f 122 f 2

obeys the wave-fixed prediction for a wider range off 2 / f 1 ,
starting at a lower value. In Figs. 8~g! and~h! the results for
the upper sideband DPOAE 2f 22 f 1 are shown. For both
stimulus level combinations the delay ratioD2 /D1 is close
to one, independent of frequency ratio.

D. Fine structure

In Fig. 9 data from GP55 are presented as a series of
f 1-sweeps. In the upper panels the DPOAE amplitude (2f 1

2 f 2) is plotted; for each successivef 1-sweep (f 257 kHz at
the bottom and 9 kHz at the top of the chart! the amplitude is
shifted by an amount of 2 dB for presentation purposes. In
the lower panels the corresponding phase versus frequency
curves are shown, with each curve shifted by 2 radians. The
notches in the DPOAE amplitude are approximately aligned
at the samef dp @Figs. 9~a! and~b!#. These amplitude notches
are accompanied by irregularities in the DPOAE phase as
can be seen by comparing the upper and lower panels. Some-
times these phase irregularities equalp, resulting in ambigu-
ities with phase unwrapping. In Fig. 9~b! there are also am-
plitude irregularities aligned in an oblique direction, not
comprehensibly related tof dp or one of the stimulus frequen-
cies. Figure 10 shows another example of a series of
f 1-sweeps~as in Fig. 9!, now measured in GP70. Again, the
irregularities in amplitude are accompanied by phase irregu-
larities, aligned atf dp for stimulus levelsL1 ,L2565,55 dB
SPL@Figs. 10~a! and~c!#. At the second set of stimulus levels
however@Figs. 10~b! and~d!#, the pattern of fine structure is
approximately aligned at a fixed frequency ratio (f 2 / f 1

'1.10).

V. DISCUSSION

A. Incidence of the different DPOAE orders

Optimal detectability of DPOAEs is commonly assumed
to occur when the amplitudes of the basilar membrane vibra-
tions for the two primaries at the site of generation is similar,
because then nonlinear interaction is largest. Indeed, many
studies indicate that takingL1 larger thanL2 is optimal for
the detection of the most commonly studied 2f 12 f 2 , both at
the generally used primary levels in the order of 60 dB SPL
and at lower levels~Kummer et al., 2000!. Higher order
lower sideband~LSB! DPOAEs have lower amplitudes and
are therefore less detectable against the background noise.
Our findings summarized in Table I agree with these litera-
ture data for the LSB components, in that detectability de-
creases for higher order components, and is better for the
L1 ,L2565,55 than for theL1 ,L2555,65 condition. For the

FIG. 7. ~a! Group delayD12uR ~constant frequency ratio! as a function of
f 2 / f 1 . Pooled data from six experiments,L1 ,L2565,55 dB SPL.~b! Ratio
of f 2- and f 1-sweep group delaysD2 /D1 plotted as a function of frequency
ratio f 2 / f 1 . Again for the DPOAE 2f 12 f 2 , pooled data, withL1 ,L2

565,55 dB SPL. Solid lines in~a! and ~b! represent predictions of the
wave-fixed model.
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upper sideband~USB! components detectability also de-
creases with increasing order of the component but, contrary
to the LSB DPOAEs, is significantly better for theL1 ,L2

555,65 than for theL1 ,L2565,55 condition~Table I!. The
cause of this difference could possibly be found in the dif-
ference in components~distortion, reflection, reemission or
other! that contribute to the LSB and USB DPOAEs.

B. Amplitude and phase characteristics in the „f 1 ,f 2…

plane

The presentation of our data was given in a different
format from the main other area study published, that by
Knight and Kemp~2000!. In our area representation, the
stimulus parametersf 1 and f 2 are fixed on they andx axis,
respectively, so all DPOAEs are shown in separate plots.

One of the formats used by Knight and Kemp~2000!, with
the DP frequency on thex axis andf 2 / f 1 on they axis, is
convenient for showing features that align either withf dp or
with f 2 / f 1 because such patterns are exactly horizontal or
vertical. However, this requires a different set of stimulus
frequencies, with a quite large range off 1 and f 2 . Since we
are interested in the full range of frequency ratios from 1.01
to 1.50, but needed to take care not to use too large a range
of f 2 @especially aroundf 254 kHz some unexplained
anomalies were found to occur in guinea pig DPOAEs,
Schneider et al. ~2000!#, we could not use the same
( f dp, f 2 / f 1) representation that Knight and Kemp~2000!
did.

In this DPOAE area study in the guinea pig, features of
the DPOAE amplitude and phase generally correspond to

FIG. 8. Averaged D2 /D1 with 6
twice the s.e.m., for the DPOAEs 2f 1

2 f 2 , 3f 122f 2 , 4f 123f 2 , and 2f 2

2 f 1 . Left column: Stimulus levels
L1 ,L2565,55 dB SPL. Right column:
L1 ,L2555,65 dB SPL. Solid lines in-
dicate the prediction from the wave-
fixed model. For many data the s.e.m.
is small and therefore the error bar
seemingly absent.
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characteristics found by Knight and Kemp~2000! in their
human area study. In both studies, amplitude valleys were
found for 2f 12 f 2 that follow lines of approximately con-
stant DP frequency. In addition, notches in phase were found
to coincide with amplitude valleys, which is a characteristic
of two-wave mixing. Except at low ratios, isophase contours
for LSB DPOAEs run in the direction of constant frequency
ratio, while for USB DPOAEs those contours follow lines of
constant DP frequency at all frequency ratios. The transition
for 2f 12 f 2 occurs at a ratio of 1.1 to 1.15 in the study by
Knight and Kemp~2000!; in the present study that ratio is
slightly larger ~1.15 to 1.20! and depends on the stimulus
levels. Both studies showed that the transition occurs at
smaller ratios for higher order LSB DPOAEs.

A disadvantage of the (f 1 , f 2) representation we chose
seems to be that it is difficult to see the alignment of constant

phase or amplitude withf dp or f 2 / f 1 . Isophase lines in these
directions are oblique in our representation. Therefore, in-
stead of only qualitatively studying the phase maps, one
could quantitatively analyze the direction of constant phase
by calculating the angle in the (f 1 , f 2) area at which the
phase gradient equals zero. This angleb can be shown to be
directly related to the DPOAE order and thef 1- and
f 2-sweep group delaysD1 andD2 as follows:

b5arctanS n

~n11!

D2

D1
D . ~14!

Therefore, instead of analyzing the angleb of the isophase
lines, it is equivalent to considerD2 /D1 and this is exactly
what we did in Figs. 7~b! and 8. The prediction of Knight
and Kemp~2000! that the phase change of the reflection
component is zero for constantf dp can be translated tob
5arctan@n/(n11)#, which, by Eq.~14!, results inD2 /D1

51.

C. Group Delays

In this and many other studies the term group delay is
used for DPOAE phase slope delays. These delays are not
true time delays, since the DPOAE phase also depends on
the behavior of the generation place during the sweep para-
digm and on interference of several components in the
cochlea. As a result, DPOAE phase slope delays can even be
zero or negative under certain experimental conditions.

In line with earlier reports~Schneideret al., 1999; Prijs
et al., 2000; Schoonhovenet al., 2001! we concentrated our
analysis not onD1 andD2 as such, but rather on their ratio
D2 /D1 @Figs. 7~b! and 8# and onD12uR @Fig. 7~a!# as quan-
tities that potentially distinguish between different DPOAE
generation mechanisms. It should be noted that, for each
( f 1 , f 2) combination, only conclusions about the dominant
DPOAE component are obtained, unlike the analysis of
Knight and Kemp~2001! in which the two components were
separated through a frequency domain analysis and inverse
Fourier transforms. From the theoretical analysis,D12uR50
for the distortion component with the wave-fixed character.
In Fig. 7~a! this property is observed for the 2f 12 f 2

DPOAE for f 2 / f 1 ratios from about 1.20 to 1.35, from a
rough visual estimation. This range is slightly narrower than
the 1.1–1.35 range reported for humans by Knight and Kemp
~2001!, though the statistical significance of the data in Fig.
7~a! may not be unequivocal. Similar conclusions can be
drawn in a different way from Fig. 7~b!, which shows that
the D2 /D1 ratio follows the theoretical wave-fixed relation
for f 2 / f 1 from 1.20 to 1.35. For the smallerf 2 / f 1 ratios
D2 /D1 approaches a value of 1, the prediction for the reflec-
tion component, and towards higherf 2 / f 1 ratiosD2 /D1 be-
comes larger than the prediction for the wave-fixed model,
corresponding toD12uR,0 in Fig. 7~a!. The uncertainties in
D12uR and D2 /D1 , based on the uncertainties in the phase
slopes with the criterion of a correlation coefficient.0.988,
are on the order of 0.2 ms and 14%, respectively, which is
much smaller than the variability in the data of Figs. 7~a! and
~b!. From this we conclude that the scatter in Figs. 7~a! and
~b! is of biological origin. To allow for more statistically

FIG. 9. DPOAE amplitude and phase as a function off dp from successive
f 1-sweeps, for the lower sideband DPOAE 2f 12 f 2 , measured in GP55.
The amplitude curves of successive sweeps~with increasing f 2) were
shifted to 2 dB, phase curves 2 rad. Stimulus levels wereL1 ,L2565,55 dB
SPL ~left! andL1 ,L2555,65 dB SPL~right!.

FIG. 10. Similar to Fig. 9, but now for GP70.
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solid conclusions, meanD2 /D1 is plotted in Fig. 8 together
with twice the standard errors, not only for 2f 12 f 2 but also
for the other LSB and USB components, and for both com-
binations of primary levels. From Fig. 8~a! follows that the
range over which the 2f 12 f 2 data atL1 ,L2565,55 dB SPL
follow the wave-fixed model in the strict sense of a 95%
confidence interval is actually quite small, withf 2 / f 1 from
1.19 to 1.27. For the higher order DPOAEs similar conclu-
sions can be drawn, i.e.,D2 /D1 following the wave-fixed
prediction for an intermediate range of primary frequency
ratios, withD2 /D1 smaller for lower, and larger for higher
f 2 / f 1 @Figs. 8~c! and ~e!#; note that the associated range of
f 2 / f 1 ratios shifts to lower values which is directly related to
the observation that DPOAE characteristics at different or-
ders line up withf dp, i.e., at increasingly smallerf 2 / f 1 ra-
tios for the higher order component~Schneideret al., 2001;
Talmadge et al., 1998!. When considering theL1 ,L2

555,65 condition@Figs. 8~b!, ~d!, and ~f!# similar observa-
tions are made, the most notable difference being that the
wave-fixed prediction is followed tof 2 / f 1 ratios as high as
about 1.35 for the 2f 12 f 2 component, and associated high
ratios for the 3f 122 f 2 component. So the range of fre-
quency ratios where the distortion component dominates the
DPOAE is different with these stimulus levels. A possible
explanation could be that the frequency ratio where the
dominance of the distortion component changes into domi-
nance of the reflection component depends on the overlap of
the excitation patterns off 1 and f 2 on the basilar membrane.
That overlap is quite different with stimulus levelsL1 ,L2

555,65 dB SPL, which could explain that the change from
wave-fixed ~distortion component dominant! to place-fixed
~reflection component dominant! occurs at a differentf 2 / f 1 .
Once again, the behavior of the 2f 22 f 1 USB component in
its D2 /D1 ratio is different from the LSB components@Figs.
8~g! and ~h!#: D2 /D1 takes a value of about one, indepen-
dent of f 2 / f 1 , and never follows the wave-fixed prediction
~see Sec. II B!. These findings suggest that the USB DPOAE
is not ruled by the distortion component, corresponding to
the results of Knight and Kemp~2000! in humans.

D. Fine structure

Unlike prior statements~Brown and Gaskill, 1990!
guinea pigs do exhibit fine structure. Note that in the guinea
pig the modulations in amplitude are rather coarse, compared
with the fine structure in human subjects. Fine structure is
considered to be the result of interference of at least two
DPOAE components, a nonlinear distortion component from
the X2 place and a linear reflection component from theXdp

place ~Talmadgeet al., 1998, 1999!. As reported in earlier
human studies, the patterns in phase and amplitude are cor-
related; abrupt changes in amplitude often coincide with
jumps in the phase spectrum, which is considered an indica-
tor of interference between the two different contributing
sources~Talmadgeet al., 1998, 1999; Mauermannet al.,
1999!. In the present study, such covarying patterns were
found to have several alignment modes: withf dp @Figs. 9~a!
and ~b! and Fig. 10~a!#, with f 2 / f 1 @Fig. 10~b!# and other
directions@Fig. 9~b!#. Alignment with f dp has been predicted
and measured before~Talmadgeet al., 1998, 1999; Mauer-

mannet al., 1999!. The relative phase difference between the
two components contributing to the DPOAE in the ear canal
mainly depends onf dp through the fast rotating phase of the
reflection component, which gives rise to a fine structure that
is aligned withf dp. We cannot yet give such a simple inter-
pretation for the other observed alignment modes.
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Children’s detection of pure-tone signals: Informational masking
with contralateral maskers
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When normal-hearing adults and children are required to detect a 1000-Hz tone in a
random-frequency multitone masker, masking is often observed in excess of that predicted by
traditional auditory filter models. The excess masking is called informational masking. Though
individual differences in the effect are large, the amount of informational masking is typically much
greater in young children than in adults@Oh et al., J. Acoust. Soc. Am.109, 2888–2895~2001!#.
One factor that reduces informational masking in adults is spatial separation of the target tone and
masker. The present study was undertaken to determine whether or not a similar effect of spatial
separation is observed in children. An extreme case of spatial separation was used in which the
target tone was presented to one ear and the random multitone masker to the other ear. This
condition resulted in nearly complete elimination of masking in adults. In young children, however,
presenting the masker to the nontarget ear typically produced only a slight decrease in overall
masking and no change in informational masking. The results for children are interpreted in terms
of a model that gives equal weight to the auditory filter outputs from each ear. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1570443#

PACS numbers: 43.66.Dc, 43.66.Ba@MRL#

I. INTRODUCTION

The research reported here addresses the general ques-
tion of how children segregate and attend to target sounds in
noisy backgrounds such as classrooms. A previous article
~Oh et al., 2001! described an experiment in which preschool
children and adults were asked to detect a 1000-Hz sinusoid
that was masked by a random multitone complex. The adult
results confirmed many earlier reports~e.g., Lutfi, 1993; Neff
and Green, 1987; Oh and Lutfi, 1998; Spiegelet al., 1981!
that random frequency multitone maskers produced consid-
erably more masking than predicted by traditional auditory
filter models. This excess masking, thought to be a central
effect produced mainly by the uncertainty of the masker, has
been called ‘‘informational masking’’ to distinguish it from
the ‘‘energetic masking’’ predicted by filter models of the
auditory periphery. As earlier studies showed~e.g., Neff and
Dethlefs, 1995; Oh and Lutfi, 1998!, informational masking
varied non-monotonically with the number of masker com-
ponents and was as great as 60 dB in some adult listeners.
The data from the children produced a similar pattern, but
with considerably greater amounts of informational masking.
Individual differences were large, as in most previous studies
~e.g., Neff and Dethlefs, 1995!.

Simple modifications of the traditional auditory filter
model that presume broader auditory filters in children~e.g.,
Allen et al., 1989! fail to account for either the magnitude of
the informational masking effect or its non-monotonicity
with number of masker components. In contrast, the

component-relative-entropy model~CoRE! proposed by
Lutfi ~1993! provides good fits to the data from both children
and adults in the Ohet al. ~2001! study. The CoRE model
proposes that masking is determined by the variance of the
outputs~in dB! of a number of peripheral auditory filters, not
just the filter centered at the target frequency. The number of
filters monitored~n! and the range of their center frequencies
~W! are the two free parameters of the model. Thus, infor-
mational masking is the result of the inability of the listener
to ignore all filter outputs except the one centered at the
target frequency. According to the CoRE model, the adult–
child differences are a result of the tendency of children to
integrate information over a larger number of auditory filters
than adults and not simply a result of wider auditory filters in
children.

Efforts to understand the mechanisms and processes un-
derlying the informational masking effects have led some
researchers to explore stimulus manipulations that might re-
duce the size of the effect. Kiddet al. ~1994, 1998! and Neff
~1995!, for example, suggested that informational masking in
adults may result from an inability to segregate signal and
masker perceptually. Kiddet al. ~1994! reduced adult infor-
mational masking by as much as 40 dB by altering the stimu-
lus presentation scheme, making the masker less ‘‘signal-
like,’’ in order to enhance signal-masker segregation. Neff
~1995! reported similar results, noting in addition the large
individual differences in the extent to which the stimulus
manipulations were successful in reducing informational
masking. Some of the successful alterations reported in both
the Kidd et al. ~1994! and Neff ~1995! studies amounted to
attempts to separate the signal and masker spatially. One was
achieved by presenting the masker to both ears and the signal
to one ear~Kidd et al., 1994!, presumably producing a per-
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cept in which the masker was lateralized in the middle of the
head and the signal at one ear. Others involved presenting the
masker in phase to both ears with the signal phase inverted at
one ear~masker probably perceived in the middle of the head
and signal at the two ears! or presenting signal and masker to
different ears~Neff, 1995!. Kidd explored the spatial separa-
tion manipulation more directly in a later study~Kidd et al.,
1998! in which signals and maskers were presented from
loudspeakers in an acoustically treated room. Spatial separa-
tion reduced informational masking by as much as 20 dB in
this latter study. However, the results of at least one previous
study would argue that the informational masking effects ob-
served in children might be resistant to manipulations that
would normally reduce or eliminate informational masking
in adults. In a study of masking in infants, Werner and Bar-
gones~1991! measured the detection threshold for a 1-kHz
tone in quiet and in the presence of a 4–10-kHz noise band.
A noise band two octaves above the signal frequency would
not be expected to create any masking in adult listeners. In
the infants, however, the noise raised detection threshold by
about 10 dB. The effect could not be attributed to wider
auditory filters in the infants, since increasing the level of the
noise band by 10 dB caused only a 1–2-dB change in thresh-
old. A pure tone and a high-frequency noise band are percep-
tually quite distinct, so one would expect the two stimuli to
be readily segregated. However, for the infants in this study,
a strong distraction or informational masking effect was evi-
dent. This suggests that those stimulus manipulations that
reduce informational masking in adults may be less effective
in children.

It is important to understand the impact on informational
masking of spatial separation of target and masker if one is
to relate informational masking data to a child’s task of seg-
regating and attending to auditory targets in a noisy class-
room. In a typical classroom distracting sounds are spatially
distributed and the target sound~the teacher’s voice! usually
originates from a fixed location. The signals, maskers, and
listening environments used in most studies of informational
masking have little in common with the classroom situation.
Thus, this study was motivated, as others have been, by the
desire to approximate classroom listening conditions more
closely. Here we study the impact of a simple kind of ‘‘spa-
tial’’ separation of target and masker on informational mask-
ing in children. We achieve spatial separation, as did Neff
~1995! in the ‘‘cross-ear’’ condition of her study of adult
listeners, by presenting the target signal to one ear and the
multitone masker to the other. Our rationale for this approach
is twofold. First, it is easy to implement, and since the task
remains essentially the same, no additional training of the
children is required. Second, the CoRE model can easily be
modified to predict the results by adding a second set of
auditory filters to be monitored and a weighting parameter
for the nontarget ear. To minimize ‘‘central masking,’’ the
known cross-ear masking effect that is presumably unrelated
to informational masking~Wegel and Lane, 1924; Zwislocki
et al., 1968; Mills et al., 1996!, we present low-level~60 dB
SPL! maskers that consist of frequencies remote from that of
the signal.

II. METHODS

A. Listeners

Seven preschool children participated in this study. Five
of the seven had been tested in the earlier study of informa-
tional masking in children~Oh et al., 2001! and two had
participated in the earlier study of individual differences
~Lutfi et al., 2003!. All the preschool children were selected
from the Waisman Center Early Childhood Program on the
basis of their parents’ consent and their own willingness to
participate. At the time of testing their ages ranged from 4.2
to 5.6 years. All eight of the previously tested adults~UW—
Madison students! also participated in this study. In addition,
28 school-aged children participated. These children, aged
6.7–16.2 years, had been recruited from families of Waisman
Center employees into the study of individual differences
~Lutfi et al., 2003! in which the identical stimulus conditions
as in Ohet al. ~2001! were presented. The adults and school-
aged children were paid for their participation, and the pre-
schoolers were rewarded at the end of each session with
small toys.

All listeners demonstrated normal hearing, as indicated
by pure-tone thresholds less than 15 dB HL~ANSI, 1989! at
octave frequencies from 250 to 4000 Hz. Because middle ear
problems are common in young children, tympanometry was
performed on each child~preschoolers only! prior to each
session using a screening tympanometer~GSI-27A Auto-
Tymp! calibrated to ANSI specifications~ANSI, 1987!. The
child was allowed to continue only if peak-compensated
static admittance was normal. Other listeners were not tested
on days when they reported having a cold or other upper-
respiratory problem.

B. Stimuli

As in the previous study~Oh et al., 2001!, the signal
was a 1000-Hz tone burst, presented simultaneously with a
multitone masker that was derived from a sample of Gauss-
ian, bandpass filtered~0.1 to 10 kHz! noise. A given masker
was generated by selecting one noise sample~randomly with
equal probability! from a pool of 100 and computing its dis-
crete magnitude and phase spectrum. Then, depending on the
condition being tested, a specific number of its frequency
components was selected randomly, and those components
were summed, using the original magnitudes and phases. The
number of masker components~2, 10, 20, 40, 200, 400, or
906! was varied across different experimental conditions but
was fixed within an experimental session. A ‘‘broadband’’
condition was included in which the actual selected noise
burst was presented as a masker~roughly equivalent to 3700
components!. In all conditions masker components within a
160-Hz band arithmetically centered at 1000 Hz were ex-
cluded. A ‘‘quiet’’ condition was also included, with no
masker presented, to estimate absolute threshold for the
1000-Hz signal.

Both signal and masker were gated on and off together
with 10-ms, cos2 onset/offset ramps for a total duration of
370 ms. The rms level of the masker was 60 dB SPL in all
conditions. In the broadband condition the spectrum level of
the noise was approximately 20 dB SPL. The dB levels of
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the individual masker components were random, approxi-
mately normally distributed~component amplitudes were
Rayleigh distributed! with a standard deviation of 5.6 dB.
Since the overall level of the masker was constant, the aver-
age levels of the individual components would vary in-
versely with the number of components. The maximum level
of the signal was limited to 84 dB SPL. The signal and the
masker were computer generated and played over a 16 bit
digital-to-analog converter ~Tucker-Davis Technologies
DD1! at a sampling rate of 44.1 kHz. All stimuli were pre-
sented monaurally, the signal to the listener’s left ear and the
masker to the right ear, through Sennheiser model HD-414
headphones. The sound levels produced by the Sennheiser
headphones were estimated with a loudness balancing proce-
dure using calibrated TDH-49 heaphones and adult listeners.

C. Procedure

A staircase, cued two-interval, forced-choice~2AFC!
procedure was used to estimate signal threshold. Each trial
was preceded by a cue, which consisted of the presentation
of a bird picture on a computer screen and a simultaneous
unmasked stimulus tone at 60 dB SPL. The child was told
that the tone was a ‘‘bird sound.’’ Note that the ‘‘bird sound’’
was always presented monaurally to the left ear. Two succes-
sive stimulus intervals were then presented with a 700-ms
silent interval between them. Each stimulus interval was
marked~on the computer screen! by a flashing square with
the numeral ‘‘1’’ or ‘‘2’’ on it. One of the two intervals con-
tained a masker sample and the other contained a different
masker sample with the signal added to it. The signal oc-
curred in the first or second interval with equal probability.
The listener’s task was to select the interval that contained
the signal. The instructions were ‘‘Listen to the two sounds
presented with the two boxes and point to the box that has
the bird sound.’’ Correct responses were reinforced by pre-
senting a few pieces of a picture puzzle. The listener was
allowed to choose pictures for the puzzle~cartoon characters,
animals, his/her own pictures, etc!. The goal was to complete
the puzzle within a block of trials.

The starting signal level was selected so as to make the
signal clearly audible to the listener. On each of the next four
trials the signal level was decreased in 8-dB steps and then
was increased in 8-dB steps back to the starting level. This
up–down pattern was continued for a total of 40 trials, pro-
ducing five trials at the highest and lowest levels and ten
trials at each of the three intermediate levels. The signal level
was varied by a programmable attenuator~Tucker Davis
Technologies PA4!. At least three blocks of trials were com-
pleted for an experimental condition. If performance levels
near 100% and 50%~chance! were not obtained for the high-
est and lowest signal levels, an additional block of trials was
obtained~in some, but not all cases! with the starting level
adjusted either up or down so that desirable performance
levels were observed at both extremes.

Each listener was tested in a double-walled, sound-
attenuating chamber. Two experimenters accompanied a
child listener. One experimenter set up an appropriate start-
ing level, initiated stimulus presentation when the child was
ready for the next trial, and entered a ‘‘1’’ or ‘‘2’’ when the

child made a response by touching one of the boxes on the
screen or by calling out the number. The other experimenter
was present to satisfy security regulations. The experiment-
ers interacted with the child in an attempt to hold his/her
interest during the session and to remind the child that the
target sound was the monaural ‘‘bird sound.’’

Practice trials were given until the listener appeared fa-
miliar with the task. The children completed three or fewer
blocks of 40 trials each day, depending on their willingness
to continue and time availability. It took the preschool chil-
dren 8–10 min to complete a block of trials and they partici-
pated for no longer than 30 min on any single day. School-
aged children and adults were tested in the same conditions
as the preschool children and required approximately 5 min
to complete each block of 40 trials. The school-aged children
participated for a minimum of an hour on each day, and the
adult listeners~and some of the older school-aged children!
participated for 2 h oneach day. All listeners first completed
the condition in which the signal was presented alone
~‘‘quiet’’ condition!, and then the condition involving the
broadband noise masker. Next they completed the experi-
mental conditions in which the signal was presented with the
multitone maskers. These latter experimental conditions
were presented in random order. Finally, all the listeners in
the current study were tested after they had participated in a
similar study of informational masking in which identical
signal and masker stimuli had been presented. In those pre-
vious studies signal and masker had been presented to the
same ear~Oh et al., 2001; Lutfiet al., 2003!.

D. Data analysis

A three-parameter logistic function was fit to the data
relating percentage of correct responses to signal level for
each listener in each condition using a maximum likelihood
criterion. The three parameters of the logistic were used to
derive the slope, the signal level at which the function
crossed 75% correct, and the upper asymptote. This third
parameter allowed estimation of the extent to which perfor-
mance~especially for the children! would not reach 100%
correct at the highest signal levels. The fitting procedure was
implemented exactly as described by Wichmann and Hill
~2001a, b!. In addition to providing estimates of the three
parameters of the fitted function, the procedure included a
‘‘bootstrapping’’ or simulation phase that provides estimates
of confidence limits on all three parameters. The simulation
phase estimated the sampling distributions of the three logis-
tic parameters. Using the values of percent correct at each
signal level from the fitted function as means, and assuming
binomially distributed percent correct values, a simulated
percent correct at each signal level was randomly drawn and
a logistic was fit to these values. This was repeated 10 000
times to provide 10 000 estimates of each of the three logistic
parameters. The 2.5% and 97.5% points from these sampling
distributions were then taken as the 95% confidence limits.
The sampling distribution of the threshold parameter~signal
level at 75% correct! was asymmetric in many cases, thus
producing asymmetric confidence intervals in these cases.
Since the amount of data obtained from children was quite
limited, and since individual differences were large, we
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viewed the estimation of confidence limits on psychometric
function parameters from each listener in each condition as a
critical component of the data analysis procedures. The
Wichmann and Hill~2001b! procedure is the first of which
we are aware that offers confidence limit estimates that are
not dependent on asymptotic normality assumptions.

III. RESULTS

All of the listeners in this study had also participated in
earlier studies~Oh et al., 2001; Lutfi et al., 2003! that used
identical procedures and nearly identical stimulus conditions.
In the previous experiments the target signal and the maskers
were presented to the same ear~ipsilateral masker!, and in
the current study the signal is presented to one ear and the
masker is presented to the other~contralateral masker!. Since
the main purpose of the experiment reported here is a com-
parison of results from the ipsilateral and contralateral con-
ditions, the data from the previous articles are reproduced
here~after reanalysis according to the procedures described
above! for the reader’s convenience.

Figure 1 shows the data from the adult listeners. Listener
ages are given at the top of each panel. In this figure, total
masking is defined as the dB difference between signal
threshold in quiet and threshold in the presence of a masker.
Each data point~and associated 95% confidence interval!
represents total masking for a fixed number of masker com-
ponents. Filled symbols are data from the ipsilateral masker
condition~previously reported in Ohet al., 2001, and reana-
lyzed for presentation here!, and open symbols are data from
the contralateral masker condition. The horizontal dashed
lines in each panel show the listener’s threshold for the sig-
nal with a broadband noise masker~solid: ipsilateral; dashed:
contralateral!. Informational masking is revealed by thresh-
olds higher than those predicted on the basis of a simple filter
model. Since no masker included energy within a 160-Hz
rectangular band centered at the target frequency, most of the
masking, especially for small numbers of masker compo-
nents, is thought to be informational. A very conservative
view is that any threshold higher than that obtained with

broadband noise reflects the contribution of informational
masking ~Oh and Lutfi, 1998!. Here, that means that any
threshold above the horizontal dashed lines includes a sig-
nificant informational masking component. Of course, even
the masking produced by broadband noise may contain some
informational masking, as has been argued by Lutfi~1990!,
but the extent to which thresholds exceed the broadband
noise threshold would be expected to reflect additional infor-
mational masking. Note that using this criterion only three of
the eight adults in this study show significant amounts of
informational masking and only in the ipsilateral condition.
Large individual differences in amounts of ipsilateral infor-
mational masking are typical of past work~e.g., Neff and
Dethlefs, 1995!, and when the current results are considered
in a broader context they should not be considered unusual.
For example, Lutfiet al. ~2003! collected complete ipsilat-
eral masking functions from 84 listeners, including nearly 50
adults, 8 of whom also participated in the current study.
Those 8 adults did not represent the extremes of the larger
group.

For the adults, the most dramatic results is the fact that
there is little if any masking in the contralateral condition
~signal and maskers in opposite ears!. Thus, putting the
masker in the opposite ear not only eliminated informational
masking for the adults, but it eliminated nearly all masking.
This result is consistent with previous studies of central
masking ~e.g., Mills et al., 1996!, all of which show that
central masking is a very small effect when maskers do not
overlap spectrally with the signal and are presented at mod-
erate levels. It is also consistent with the results from the
contralateral-masking condition in the informational masking
study reported by Neff~1995!.

Figure 2 shows the data obtained from the preschoolers,
plotted as in Fig. 1. Note that the preschoolers@ipsilateral
data previously shown in Ohet al. ~2001! and reanalyzed for
presentation here# show large amounts of informational
masking in the ipsilateral condition~solid symbols above the
solid horizontal line! and large individual differences. More
importantly for the purpose of the present study, note that the

FIG. 1. Masking functions showing total masking as a
function of the number of masker components for each
of the eight adult listeners in this study. Total masking
is defined as the dB difference between the target
threshold~75% correct in 2AFC! in quiet and in the
presence of a masker. The horizontal lines represent to-
tal masking with a broadband noise masker. Solid sym-
bols connected by solid lines~and the solid horizontal
line! refer to masking with the ipsilateral masker. The
open symbols connected by dashed lines~and the hori-
zontal dashed line! refer to masking with the contralat-
eral masker. The error bars around each data point rep-
resent the 95% confidence intervals determined by the
bootstrapping technique described in the text. Each
panel is labeled with the 3-letter listener code and the
listener’s age, given in decimal years. Note that the data
from the ipsilateral condition are a reanalyzed version
of the data shown in Ohet al. ~2001!.
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impact of presenting signal and masker contralaterally is not
to eliminate masking, as occurs in adults, but simply to re-
duce it by an average of 20 dB. In other words, although
masking is reduced overall in the contralateral condition, the
same masking pattern~masking as a function of the number
of masker components! is observed in the contralateral con-
dition as in the ipsilateral condition; informational masking,
defined here as the dB difference between masking in a given
condition and masking in the broadband condition, is not
reduced at all. The large individual differences that are ap-
parent in the data shown in Fig. 2 are particularly striking
when one considers the differences between the ipsilateral
and contralateral results. For example, listener STJ’s thresh-
old with a broadband noise masker is lowered only about 10
dB by placing the masker in the opposite ear, and this con-
tralateral threshold is still more than 20 dB above quiet
threshold for this listener. In contrast, listener SVU’s con-
tralateral broadband threshold, which is 30 dB lower than the
comparable ipsilateral threshold, is very near quiet threshold.
In both listeners, however, large amounts of informational
masking are evident in both ipsilateral and contralateral con-
ditions. The fact that masking persists with a contralateral
broadband masker is difficult to explain if one assumes that
the masking produced by broadband noise is energetic, i.e.,
predictable by a simple auditory filter model.

Figures 3~a! and ~b! show the results obtained from the
28 school-aged children. The individual masking functions
have been divided into two groups according listener age.
The ‘‘younger school-age’’ group includes listeners aged
6.7–10.4 years and the ‘‘older school-age’’ group includes
those aged 10.5–16.4 years. Visual inspection of the ipsilat-
eral data in the two groups@previously reported in Lutfiet al.
~2003!, and reanalyzed for presentation here# reveals few
obvious group differences and large individual differences in
each group. In both groups there are listeners with large
amounts of informational masking in both the ipsilateral and
contralateral conditions. There are several listeners in the
younger school-age group~e.g., SVP, SUV, SUX! who pro-
duced adultlike masking functions, with little or no masking

in the contralateral condition and modest informational
masking in the ipsilateral condition. There are also several
listeners in the older school-age group~e.g., SVF, SVN,
SVK! who produced masking functions similar to those from
the preschoolers, with large amounts of informational mask-
ing in both ipsilateral and contralateral conditions.

The large individual differences in the amounts of mask-
ing and in the shapes of the masking functions would lead
one to be very cautions with summary data. Nevertheless,
plots of the mean amounts of total masking in the two con-
ditions for each of the four listener groups reveals some in-
teresting trends. Figure 4 shows the mean masking functions,
with 95% confidence intervals plotted around each mean to
allow visual interpretation of the statistical significance of
differences.

Note first that the mean amounts of masking with a
broadband noise masker are roughly the same in all four
groups, in both the ipsilateral and contralateral conditions. In
the ipsilateral condition the mean amount of masking with a
broadband noise masker is about 35 dB, for the preschoolers,
the younger and older school-age children, and for the adults.
In the contralateral condition, the mean amount of masking
with the broadband masker is only about 6 dB, consistent
with previous results from studies of central masking. These
are important results since they suggest that in this one con-
dition, with a more or less nonvarying broadband masker,
children and adults are performing the task at about the same
level of proficiency. Thus, the data from the broadband con-
ditions reveal little evidence of adult–child differences in
auditory function.

In contrast, a clear age effect is evident in the mean
masking functions from both the ipsilateral and contralateral
conditions. In the ipsilateral conditions the age effect is
manifest by decreases with increasing age of both the
amount of masking with small numbers of masker compo-
nents and the maximum amount of informational masking
~masking above the solid horizontal line!. The same is true of
the masking functions from the contralateral conditions, al-
though in this case there is an especially dramatic decrease in

FIG. 2. Same as Fig. 1, but for the listeners in the
preschool group.
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both amount of masking and maximum informational mask-
ing between the preschool and younger school-age group.

The psychometric function fitting procedures used in
this study provided estimates of threshold, slope, and upper
asymptote. Thus far we have discussed only the threshold
estimates. The slopes of the psychometric functions, which
are indicative of the variance of the decision variable, varied
considerably across both conditions and age groups. The
CoRE model makes specific predictions about how the slope
parameter should vary with these two variables. A full expla-
nation of how those predictions are generated and the extent
to which they are consistent with the data described here will
be the subject of a forthcoming article.

The upper asymptote parameter of the fitted psychomet-
ric functions estimates the extent to which performance on
each individual run would fail to reach 100% correct at the
highest signal levels. In the past we and others have argued
that an upper asymptote less than 100% might indicate that
on a certain fraction of trials the child is inattentive, and thus
simply ‘‘guessing’’ ~e.g., Wightman and Allen, 1992; Lutfi
and Wightman, 1996!. In the current study, however, guess-
ing is not the only response strategy that would lower the
upper asymptote. Attending only to the nontarget auditory
filters on a fraction of the trials would have the same impact
on the psychometric function as guessing~Lutfi and Wight-
man, 1996!, and it is impossible from threshold estimates
alone to tease apart the two strategies. The estimated upper
asymptotes were less than 95%~never less than 80%! on
24% of the runs obtained from the preschool children, 11%
of the runs from younger school-aged children, 12% of the
runs from older school-aged children, and 6% of the runs
from adults.

IV. DISCUSSION

This experiment was motivated by the possibility that
the large amounts of informational masking previously ob-
served in young children would be reduced if the target and
the maskers were spatially separated, as in most everyday
listening situations. Previous research with adult listeners
~Kidd et al., 1994, 1998! suggested that large reductions in
informational masking could be obtained by spatial separa-
tion. If the same were true with children, concerns about
large informational masking effects in classroom environ-
ments could be somewhat alleviated.

In an attempt to simplify the stimulus generation proce-
dures and to allow more complete interpretation of the re-
sults by application of the CoRE model, we chose to study

FIG. 3. ~a! Same as Fig. 1, but for the listeners in the younger school-age
group. For these listeners, the data from the ipsilateral condition are a rea-
layzed version of the data shown in Lutfiet al. ~2003!. ~b! Same as~a!, but
for the listeners in the older school-age group.

FIG. 4. Mean masking functions for listeners in the
four age groups. The meanings of the symbols and the
solid and dashed lines are the same as in Fig. 1. How-
ever, the dash-dot lines are predictions of the CoRE
model, and thes values are the scale factors discussed
in the text. The error bars represent the 95% confidence
intervals computed in the traditional way from the vari-
ance of individual threshold estimates, assuming they
are normally distributed.
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an extreme kind of ‘‘spatial’’ separation, namely contralateral
presentation of target and maskers. This stimulus configura-
tion, and the percepts that it produces, are not representative
of everyday listening, but we feel that it is a reasonable start-
ing point. Our working hypothesis, yet to be tested, is that
the reduction in informational masking listeners achieve with
contralateral presentation would probably represent an upper
bound on the reduction they would achieve in more realistic
listening conditions.

For the adult listeners in our study, contralateral presen-
tation of target and masker eliminated not only informational
masking but nearly all masking. This result was not entirely
unexpected, given the history of work on central masking.
For the preschool children, contralateral presentation pro-
duced almost no reduction in informational masking, al-
though total masking was reduced by about 20 dB on aver-
age. Some of the preschool children produced large amounts
of masking in the contralateral broadband condition as well,
which might indicate that some masking by broadband noise
is informational~Lutfi, 1990!. The school-aged listeners pro-
duced results that spanned the entire range between the adult
and preschool results.

It is possible that aspects of training and prior experi-
ence may have contributed to the large individual differ-
ences, especially in the data from the children. Although
training can exert a significant impact on adult performance
~Watson, 1980; Leek and Watson, 1984; Watson and Foyle,
1985!, improvements are observed only after extensive train-
ing over long time periods. Moreover, the adults in this study
performed optimally in the contralateral conditions, and the
performance of the children when the masker was broadband
noise was almost the same as that of adults in both ipsilateral
and contralateral conditions. Whether or not the children
might have benefitted from more training with fewer num-
bers of masker components is not known, but in this context
it should be mentioned that one listener in the cross-ear con-
dition of the Neff ~1995! study apparently required eight to
ten runs to achieve asymptotic performance, so training in
conditions such as ours may be an important issue. It is also
possible that children may have required more elaborate in-
structions~emphasizing the fact that the target was only in
the left ear!, or may have achieved better performance given
a different order of conditions~e.g., contralateral first!. These
are important questions, the answers to which must await
further research. However, with regard to the instructions
issue, there is every reason to think that the children were
fully aware that the target was monaural and in the left ear.
An unmasked target was presented on each trial as a cue, and
the paradigm insured that a high S/N ratio target would be
presented periodically throughout the run. With regard to the
condition order issue, nothing can be said, since for all lis-
teners, the ipsilateral conditions were tested before the con-
tralateral conditions. Adults obviously adjusted their listen-
ing strategy to focus on the target ear in the contralateral
conditions, and children did not. The practice trials and the
unmasked cue presentations were included to encourage chil-
dren to adjust their listening strategy appropriately, but the
effectiveness of these procedures is unknown.

The component-relative-entropy~CoRE! model pro-

posed by Lutfi~1993! offers a context in which the current
results can be understood. According to this model, listeners
are assumed to detect a target signal by implementing a de-
cision rule based on the level outputs ofn auditory filters. An
ideal observer would monitor the output of only one auditory
filter, the one centered on the target frequency. The inability
to ignore masker tones, which produces the informational
masking effect, is represented by monitoring additional au-
ditory filters, the outputs of which are independent of target
presence or absence. Most of the variance~82%! in the
masking functions for all age groups in the ipsilateral condi-
tion can be accounted for by the value ofn ~Lutfi et al.,
2003!. A similar approach can be used to explain masking in
the contralateral condition without adding additional param-
eters to the model. To the extent that listeners can focus
attention on the target ear, placing the masker in the opposite
ear could be expected to reducen, the number of attended
auditory filters. A change inn has the effect of scaling the
predicted masking function, leaving the threshold with a
broadband masker unchanged. Thus, the model makes a
simple prediction about the relationship between the ipsilat-
eral and contralateral masking functions: the contralateral
function should be a scaled version of the ipsilateral func-
tion. The best fitting scale factor would indicate the extent to
which n was reduced by placing the masker in the opposite
ear. In fact, the square root of the scale factor is equal to the
proportion by whichn is reduced. Scale factors greater than
1.0 would suggest thatn was actually larger in the contralat-
eral condition. The dot-dashed lines in Fig. 4 show the pre-
dictions of the model applied to the group mean contralateral
data. The best fitting scale factor~shown in the figure for
each group! is slightly greater than 1 for the preschoolers and
close to 0 for the adults. In other words, the model predicts
that the impact of placing the masker in the contralateral ear
is actually to increase the number of monitored auditory fil-
ters for preschoolers and effectively to reduce to 1 the num-
ber of monitored filters for adults. Increasing the width of the
auditory filters in the model cannot account for either the
ipsilateral or the contralateral results.

The concept of selective attention is implicit in the
CoRE model. The basic assumption of the model, that deci-
sions are based on the outputs of ‘‘monitored’’ auditory fil-
ters, requires an attentional mechanism to guide the monitor-
ing. Thus, informational masking, which can be
characterized as an inability to ignore irrelevant auditory in-
formation, might be viewed as a failure of selective attention.
Given the considerable literature on selective attention in
children, it may be revealing to consider the current informa-
tional masking results in the context of psychological re-
search on attention and the development of attention.

The early years of a child’s life are marked by several
developmental transitions in attention that have been re-
vealed primarily by studies of the child’s pattern of looking
at the world. These transitions, most of which occur before
age 4–5, reflect the development of a two-stage attentional
system~Neisser, 1967; Ruff and Rothbart, 1996!. The first
stage is characterized by orienting and investigating, and the
second by higher level control. There is both behavioral and
physiological evidence supporting the development of these
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two ‘‘anatomically and functionally separate’’ stages of se-
lective attention~Ruff and Rothbart, 1996, Chap. 3!.

It is the role of the first stage~orienting, or preattentive!
to discriminate among task-relevant and task-irrelevant
stimuli ~Hagen and Hale, 1973!. The second stage~higher
level control, or focal! controls what is selected for further
processing. The high levels of informational masking ob-
served in children could reflect immaturity of either the first
or second stage. Evidence from a series of ‘‘central-
incidental learning’’ studies leads us to speculate that it may
be the second stage that is the source of informational mask-
ing.

In an auditory version of the central-incidental learning
paradigm~Doyle, 1973!, children were asked to repeat target
words spoken by a male and presented simultaneously with
distracter words spoken by a female. The number of target
words correctly repeated was the main performance measure.
Retention of both the target and the distracter words was also
measured. The main results were that the distracter impaired
the word-repeating performance of the younger children~age
8 years! more than that of the older children~age 14!, that
retention of the target words increased with age, and that
retention of the distracter words remained constant across the
age groups. Because retention of the distracter words re-
mained constant, the results were interpreted to suggest that
the better performance of older children was ‘‘...due not to a
greater ability to filter out distracting material at an earlier
stage of processing, but in large part to an ability to inhibit
intrusions from the distracting material...’’ Along similar
lines, Humphrey~1982! reported a dramatic decrease in the
impact of distracters on performance in visual recognition
and recall tasks between age 4 and age 11, reflecting, per-
haps, maturation of the second stage of the selective atten-
tion system. Although most of the research on the develop-
ment of selective attention has focused on the visual
modality, an important study by Conroy and Weener~1976!,
using the central-incidental learning paradigm, provided re-
sults that argued for parallel developmental trajectories for
visual and auditory selective attention. Although the connec-
tion between informational masking and selective attention
may be speculative, the fact that the processes underlying
both seem to develop well into the school years is sugges-
tive. The decrease in distraction effects between ages 4 and
11 reported by Humphrey~1982! in a visual task may reflect
maturation of the same processes that modulate informa-
tional masking, which also decreases dramatically in that
same age range~cf. data from Preschool and Younger School
Aged groups in Fig. 4!.

The research reported in this paper examined the impact
of spatial separation of targets and distracters with the aim of
contributing to our understanding of the process of stimulus
segregation in noisy backgrounds such as classrooms. The
previous research on selective attention in preschool and
school-aged children is clearly relevant to the stimulus seg-
regation issue. Nearly all of this research suggests that selec-
tive attention is not at adult levels until early adolescence, or
even later. The results reported here are consistent with the
previous selective attention results. Although the generaliz-
ability of the current contralateral target and masker configu-

ration to everyday listening situations is tenuous, the previ-
ous selective attention results, combined with the results
reported here, do not lead to optimistic predictions about the
ability of young children to reduce the masking effect of
uncertain maskers by spatial separation. Nevertheless, the
prediction of little or no reduction in masking effectiveness
with spatial separation should be tested in more natural lis-
tening environments which afford all the usual cues to spatial
position ~interaural differences, etc.!. In addition, the poten-
tial advantage for children of other sound source segregation
techniques should be studied. For example, Kiddet al.
~1994! showed that stimulus configurations that made the
maskers less ‘‘signal-like’’ presumably allowed listeners to
segregate target from maskers and thus led to reductions in
informational masking for his adult listeners. It is entirely
possible that although children do not seem to be able to take
advantage of spatial cues to segregate target and maskers,
they may be able to use some of these other segregation cues
~cf. Werner and Bargones, 1991!.
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Perceptual weights in level discrimination~also called intensity discrimination! were determined for
3-, 7-, 15-, and 24-component tone complexes with flat spectral envelopes using a correlational
paradigm. Each frequency component was randomly and independently perturbed in level on each
presentation. For the target interval, frequency-component levels were additionally increased by the
level increment to be detected,DL @520 log10((p1Dp)/p), wherep is pressure#. Weights were
calculated from the across-trial correlation between the level perturbations for each frequency
component and the interval chosen by the listener. Two conditions were investigated:~1! DL was
equal across frequency components, and~2! DL increased progressively across frequency
components. For both conditions, data for four listeners usually showed the greatest weight for the
highest frequency component. The two-to-four highest frequency components generally were most
important for level discrimination. The effect of increasingDL progressively with frequency was
small and inconsistent. Additional measurements showed that flanking noise maskers designed to
mask spread of excitation caused only small and generally unsystematic changes to the weights.
Overall, these results indicate that listeners combine information across a wide range of auditory
channels to arrive at a decision for level discrimination, but the weighting of channels appears to be
suboptimal. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1570441#

PACS numbers: 43.66.Fe, 43.66.Ba@MRL#

I. INTRODUCTION

Level discrimination~also called intensity discrimina-
tion! is a basic property of hearing that has been studied
extensively for many decades~for a review see, e.g., Plack
and Carlyon, 1995!. Many studies have reported just notice-
able increments, or difference limens~DLs!, in level or in-
tensity measured with a pulse-comparison paradigm~e.g.,
McGill and Goldberg, 1968; Viemeister, 1972; Jesteadt
et al., 1977; Florentineet al., 1987!. Although these data in-
form about the auditory system’s ability to resolve level dif-
ferences, they provide relatively little information about how
listeners process level information across critical bands. For
instance, pure-tone level discrimination is generally thought
of as a two-stage process of first determining the increase in
excitation caused by the level increment for each critical
band separately, and second combining the information from

all auditory channels in some way to decide which stimulus
had the higher level~e.g., Florentine and Buus, 1981!. In
other words, level information is not confined to a single
frequency-selective channel. Listeners are able to make use
of spread of excitation to obtain several ‘‘samples’’ of the
increment in excitation level. Indeed, experiments using
high- and low-pass noises to mask the spread of excitation
show that masking enlarges the DLs at high levels~e.g.,
Viemeister, 1972, 1974; Moore and Raab, 1974, 1975; Flo-
rentine and Buus, 1981; Florentine, 1983! and that the DLs
are nearly independent of level when the excitation is con-
fined to a fixed number of channels~e.g., Viemeister, 1974;
Moore and Raab, 1974; Florentine and Buus, 1995; Buus and
Florentine, 1995!. Whereas it is quite clear that level dis-
crimination depends on information across a range of audi-
tory channels, it is largely unknown whether listeners pay
equal attention to all excited critical bands or focus on some
channels at the expense of ignoring information in others.

Florentine and Buus~1981! presented a model for level
discrimination in which the information in all critical bands
was optimally combined such that
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whered8 is the overall sensitivity of the listener, anddi8 is
the sensitivity associated with critical bandi. The index i
indicates the critical-band number and takes values from 1 to
24. Within a critical band,di8 was determined by a constant
variance and by the difference between the excitation levels
caused by the pedestal and by the pedestal-plus-increment.
Excitation levels were derived from Zwicker’s~1958! mask-
ing patterns. Furthermore, critical-band channels were as-
sumed to be independent and the sensitivity-per-Bel was as-
sumed to be constant across channels and independent of
level. If the increase in excitation level is the same in all
critical bands, then a model observer who pays equal atten-
tion to all critical-band channels performs optimally. If the
increase in excitation level is larger in some channels than in
others, more attention or weight should be given to the
critical-band channels in which the excitation-level increases
are larger. Assuming equal variance in all channels, the op-
timal weight is proportional to the increase in excitation level
produced by the level increment. Such a strategy will be
termed the optimal decision rule.

The model’s assumption of optimal combination of in-
formation across auditory channels cannot be readily tested.
However, some insight into the way listeners combine infor-
mation across channels may be obtained by perceptual-
weight analysis~e.g., Ahumada and Lovell, 1971; Berg,
1989; Berg and Green, 1990; Richards and Zhu, 1994; Lutfi,
1995; Buuset al., 1996!. Perceptual weights quantify how
much individual components of complex stimuli contribute
to a listener’s decisions. To this end, individual components
are randomly varied, or perturbed, in the dimension of inter-
est on each presentation. For example, the dimension of in-
terest may be component frequency, duration, or, in the
present study, component level. The listener’s responses are
tracked as functions of the perturbation given to each com-
ponent of the stimulus. If the listener gives a particular com-
ponent a high weight—i.e., if its contribution to the decision
is important—then the responses will be highly dependent on
the perturbation of that frequency component. Conversely, if
the component contributes little to the listener’s decision, the
perturbation will not affect the responses. Thus, the strength
of the relation between the perturbation of a component and
the listener’s response reveals how important any particular
component is to the listener’s performance. Several methods
have been proposed to determine perceptual weights, such as
conditional-on-a-single-stimulus~COSS! analysis ~Berg,
1989! and trial-by-trial correlational analysis~Richards and
Zhu, 1994; Lutfi, 1995!. The present study adopted the latter
analysis, and derived weights from the point bi-serial corre-
lation between the level-perturbation difference of individual
frequency components in the two observation intervals and
the interval chosen by the listener.

Doherty and Lutfi~1996! used COSS analysis to deter-
mine perceptual weights for level discrimination. Their
stimuli were tone complexes consisting of pure tones at oc-
tave frequencies between 250 and 8000 Hz. On each trial, the
frequency-component levels were randomly and indepen-
dently varied about one of two mean values, with levels for
the target interval selected from the higher mean. For
normal-hearing listeners, the weights averaged across listen-

ers were reasonably uniform across frequency components.
Some listeners, however, showed a bowl-shaped pattern sug-
gesting greater weights for the lowest and highest frequency
components. In a subsequent study, Doherty and Lutfi~1999!
showed that listeners generally focused on the target compo-
nent, when only one of the six components was incremented
in the signal interval, but were unable to completely ignore
nontarget components. Willihnganzet al. ~1997! applied the
trial-by-trial correlational method to determine perceptual
weights for tone complexes composed of frequency compo-
nents at 250, 1000, and 4000 Hz. For their control group of
normal-hearing, adult listeners, the highest frequency com-
ponent consistently was most important to the decision for
three out of six listeners. The weight patterns for the remain-
ing three listeners showed substantial interindividual differ-
ences and differed across sets of trials.

The studies of Doherty and Lutfi~1996, 1999! and Wil-
lihnganzet al. ~1997! inform about how normal-hearing lis-
teners use level information associated with individual fre-
quency components, but these data do not directly address
the question of how listeners combine information from in-
dividual critical bands. First, because the frequency compo-
nents were spaced several critical bands apart, it is likely that
level information in adjacent critical bands was highly cor-
related. For instance, an increase in level for a particular
frequency component probably resulted in a concomitant in-
crease in excitation level in several adjacent critical bands.
Second, the number of critical bands in which the informa-
tion was dominated by a particular frequency component is
likely to differ somewhat across frequency components. The
lowest and highest frequency components can be expected to
excite more critical bands than the remaining frequency
components due to spread of excitation. Thus, it is unclear to
what extent the variation in weights across frequency reflects
the weight of a single auditory channel tuned to the fre-
quency of a particular frequency component.

The present study aimed to minimize the correlation in
level information among most auditory channels by using
tone complexes with frequency components spaced one criti-
cal band apart. This frequency spacing allows the weights
associated with individual critical bands to be characterized,
because the excitation level in each critical band is governed
primarily by one component.1 In experiment I, weights were
determined as a function of level and number of frequency
components in the complexes. As the level increases, the
effect of spread of excitation is expected to become more
prominent ~Zwicker, 1958!. As a consequence, the lowest
and highest frequency components were expected to become
more important for the listener’s decision at higher levels. By
using complexes with different numbers of frequency com-
ponents, we aimed to determine the number of frequency
components that listeners attend to. In addition, the use of
complexes with many components offer another way of ex-
amining the influence of spread of excitation. For instance,
when the stimulus consists of 24 frequency components,
level information is present over almost the entire range of
audible frequencies, leaving little opportunity for spread of
excitation to play a role. Two level-increment conditions
were tested: one in which all frequency components received
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the same level increment, and one in which the level incre-
ment increased progressively across frequency components
such that the highest frequency component received the larg-
est level increment. The latter condition was included to in-
vestigate whether the weights would increase in auditory
channels with an increased excitation-level difference, as re-
quired by the optimal decision rule discussed earlier.

To further examine how spread of excitation may affect
the weights with which frequency components enter the lis-
tener’s decision, flanking noise maskers were used for a lim-
ited number of conditions in experiment II. Weights were
determined for the maskers as well as for the frequency com-
ponents of the signal to determine whether the effect of the
maskers, if any, arises from elimination of spread of excita-
tion or from injecting irrelevant information into the listen-
er’s decision.

II. EXPERIMENT I: EFFECTS OF LEVEL, BANDWIDTH,
AND ACROSS-FREQUENCY DIFFERENCES IN
LEVEL INCREMENT

A. Method

1. Listeners

Four listeners with normal hearing participated. Their
ages ranged from 22 to 31 years and their audiometric
thresholds in the test ear were better than 15 dB HL~ANSI,
1989! at all octave frequencies between 0.25 and 8 kHz.
Before participating in the present study, all listeners had
participated in a similar level-discrimination experiment last-
ing about 20 h. In addition, listeners L3 and L4~the first
author! had ample listening experience in psychoacoustic
testing.

2. Stimuli

The stimuli were tone complexes consisting of 3, 7, 15,
or 24 frequency components that were 1 Bark apart and cen-
tered atzc511.5 Barks~1600 Hz! on a critical-band scale
~Zwicker, 1961; Zwicker and Feldtkeller, 1967; Scharf,
1970; Scharf and Buus, 1986!. The initial phase of each fre-
quency component was chosen at random on each presenta-
tion. The duration was 500 ms measured between the half-
amplitude points of the 20-ms raised-cosine rise and fall.

The standard stimulus consisted of frequency compo-
nents whose average levelsL—i.e., the levels in the absence
of level perturbations—were equal. To examine whether
stimulus level affected the weights, the 3- and 7-tone com-
plexes were tested at several standard frequency-component
levels: 30, 60, and 80 dB SPL for the 3-tone complexes and
30, 60, and 75 dB SPL for the 7-tone complexes.~The high-
est level was lowered for the 7-tone complexes to avoid un-
comfortable overall loudness levels.! To reduce the number
of measurements, the 15- and 24-tone complexes were tested
only at a frequency-component level of 60 dB SPL. The
target stimulus had the level of all frequency components
raised toL1DL. Here,DL520 log10((p1Dp)/p), wherep
is the pressure of the standard, andDp is the pressure incre-
ment. In some conditions, the increment in level,DL, was

the same for all frequency components; in other conditions,
DL increased progressively across frequency components
~see below!.

To determine perceptual weights, the frequency-
component levels were independently perturbed on each pre-
sentation. The perturbations had a Gaussian distribution with
a 0-dB mean and standard deviation,s, of 2 dB, but were
limited not to exceed66 dB.

3. Procedure

In experiment I, measurements of difference limens for
level,DLDL’s, for the tone complexes preceded the measure-
ments of perceptual weights. These initial measurements
served to practice the listeners on level discrimination and to
help chooseDL ’s that would yield about 80% correct re-
sponses.

TheDLDL’s were measured in a two-alternative, forced-
choice~2AFC! paradigm. Each trial included two intervals,
one of which contained the level increment. The listener’s
task was to indicate on a response box which interval had the
incremented stimulus. Lights on the response box provided
correct-answer feedback. A three-down, one-up procedure
was used to estimate theDLDL’s. As in previous studies from
this lab, each block of trials consisted of three interleaved
adaptive tracks@see Buuset al. ~1997! for a more detailed
description#. For each track, the level of an in-phase pressure
increment, 20 log10(Dp/p), decreased after three consecu-
tive correct responses, and increased after every incorrect
response. The initial value of 20 log10(Dp/p) was chosen to
be easily audible. It changed in steps of 5 dB until the first
downward reversal, after which the step size was reduced to
2 dB. This procedure converged on the pressure-increment
level necessary to obtain 79.4% correct responses~Levitt,
1971!. The DL estimate for each of the three tracks, ex-
pressed as 20 log10(DpDL /p), was computed as the arith-
metic mean of the pressure-increment levels at the last two of
a total of five reversals. Subsequently, the three DL estimates
were averaged and the resulting value of 20 log10(DpDL /p)
was converted toDLDL(520 log10(@p1DpDL#/p). As train-
ing for the task, each listener completed at least two blocks
of adaptive measurements of theDLDL for each condition
~i.e., number of components, component level, and incre-
ment condition; see below and Table I!. This totaled about
four hours of listening. The data reported here are the geo-
metric means ofDLDL from three blocks of trials~for a total
of nine adaptive tracks! for each condition obtained after
training was completed.2 Measurements were obtained with
the ten conditions presented in mixed order.

Perceptual weights were determined by a modified
method of constant stimuli. Here, the term constant refers to
DL being fixed during all trials for a given condition, rather
than to the stimuli being identical across trials; the random
level perturbation of each frequency component introduced
differences between intervals~and across trials! other than
DL. Again, the listeners’ task was to indicate on a response
box which of the two intervals contained the level increment
and lights on the response box provided correct-answer feed-
back after each trial. Listeners were informed that the visual
feedback might occasionally be clearly counterintuitive. Ow-
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ing to the random nature of the signals, it was possible that
the target stimulus—despite its incremented average level—
would have an overall level less than that of the reference
stimulus. In addition, listeners were instructed to ignore any
differences in spectral shape between intervals, and to con-
centrate on differences in overall level. Each block of trials
comprised 100 constant-stimulus trials interleaved with ‘‘ori-
entation trials,’’ which provided the listener with a more au-
dible level increment of 2DL whenever two incorrect re-
sponses occurred consecutively. During each block, the
listener’s responses and the perturbation level of each fre-
quency component in the constant-stimulus trials were stored
for later processing. Data for the orientation trials were dis-
carded. Ten blocks of trials, or a total of 1000 constant-
stimulus trials, were gathered for determining perceptual
weights for each condition. Listening usually was performed
in one- to two-hour sessions several times a week.

The orientation trials were intended to refocus the lis-
tener on the task. As expected when the performance aver-
ages 80% correct, the percentage of orientation trials was
about 4% and appeared to vary unsystematically across con-
ditions. To prime the listener for the task, each run started
with four orientation trials. This procedure was adopted as an
economical alternative to the procedure developed by Berg
and Green~1990!, who used a combination of an adaptive
procedure and a constant-stimuli procedure to estimate per-
ceptual weights in spectral profile analysis. The constant-
stimuli trials yielded the data for weight analysis, while the

adaptive trials helped the listeners maintain constant perfor-
mance. This procedure required approximately 204 trials to
yield 100 trials suited for weight estimation, whereas the
present procedure required only about 108 trials.

To test whether listeners could adjust their weights if the
optimum strategy so required,DL in the signal interval was
chosen as

DL~z!5DL0•k~z2zl !, ~2!

whereDL(z) is the level increment for the frequency com-
ponent at critical-band ratez ~Barks!, DL0 is the nominal
level increment, andzl is the critical-band rate of the lowest
frequency component in the tone complex. Note thatzl var-
ies with the number of frequency components in the tone
complexes because the center frequency is fixed at 11.5
Barks. In the baseline condition,k was equal to 1 so that all
frequency components received the same increment in the
signal interval. In this case, the optimal decision rule requires
equal weights on all frequency components, provided that
possible effects of spread of excitation are negligible and that
the listener’s sensitivity to a change in excitation level is
independent of frequency. To produce conditions in which
the optimal weights should vary across frequency,k was set
to 1.1 in other conditions. In this case, the optimum decision
rule requires the weights to increase with frequency because
DL(z) increases with frequency. Listeners completed the
conditions withk51 before starting the conditions withk

TABLE I. Test conditions and outcome of chi-square tests in experiment I. The first column shows theH0 hypothesis under test:~1! weights are equal for the
first and second set of trials,~2! weights are equal to the optimal weights, and~3! weights are equal fork51 andk51.1. The second column shows the figures
to which the analysis pertains and the comparison data, if any. The third to sixth columns specify the stimulus. The seventh column shows the parameterthat
differs for comparisons between two stimulus conditions. Columns 8–11 show thex2 values and the level of significance~a for p,0.05; b for p,0.01; and
c for p,0.001) for each of the four listeners. The next two columns show the 95% confidence limits~CL! for weights of zero averaged across listeners and
their standard deviation. Finally, the last column shows the few conditions for which a differentDL0 was used for a particular listener, or for which the 95%
confidence limit for a particular listener is not included in the average.

H0 Figure

Component
level

~dB SPL! N k
DL0

~dB! Comparison L1 L2 L3 L4 CL SD Remarks

First and 2 30 3 1 2 6.0a 3.8 17.0c 0.9 0.10 0.009
second 2 60 3 1 2 0.1 0.1 1.4 5.2 0.096 0.004
set of 2 80 3 1 1.5 0.2 3.0 18.7c 6.9a 0.075 0.006
trials are 3 30 7 1 2 14.5a 6.3 6.2 3.7 0.10 0.021
equal 3 60 7 1 2 10.7 3.9 8.3 1.1 0.08 0.005

3 75 7 1 1.5 5.6 3.3 7.7 10.6 0.09 0.007
4 60 15 1 1.5 17.1 13.5 18.5 12.4 0.07 0.008
5 60 24 1 1.5 24.3 20.0 95.8c 35.4a 0.077 0.019 CL50.199 for L4
6 60 7 1.1 0.7 5.7 4.8 6.4 5.0 0.068 0.015DL050.5 dB for L2
6 60 15 1.1 0.7 13.8 15.4 23.6 10.9 0.096 0.030DL050.5 dB for L2

Weights
are
optimal

2 30 3 1 2 8.4a 13.9c 6.5a 10.7b 0.10 0.009
2 60 3 1 2 34.0c 30.1c 108.7c 8.2a 0.096 0.004
2 80 3 1 1.5 55.6c 16.3c 58.3c 5.2 0.075 0.006
3 30 7 1 2 5.7 15.0a 21.0b 16.2a 0.10 0.021
3 60 7 1 2 72.0c 9.7 51.5c 28.1c 0.08 0.005
3 75 7 1 1.5 180.1c 70.9c 137.3c 50.5c 0.09 0.007
4 60 15 1 1.5 99.1c 27.5a 66.3c 62.9c 0.07 0.008
5 60 24 1 1.5 34.3 16.2 91.4c 46.5b 0.077 0.019 CL50.199 for L4
6 60 7 1.1 0.7 59.5c 85.5c 148.1c 122.7c 0.068 0.015 DL050.5 dB for L2
6 60 15 1.1 0.7 19.9 52.7c 29.8b 40.1c 0.096 0.030 DL050.5 dB for L2

k51 equal 3 & 6 60 7 1.1 k51 3.1 10.8 14.3a 20.0b

to k51.1 4 & 6 60 15 1.1 k51 10.8 12.6 36.9c 21.6
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51.1. No training was provided between conditions. Except
for the first author~L4!, listeners were not informed about
the difference between conditions.

Table I lists theDL0’s used for each condition. For rea-
sons of simplicity, theDL0’s were identical for all listeners
unless the performance differed dramatically from 80% cor-
rect for an individual listener. The two exceptions are noted
in Table I.

4. Apparatus

Stimuli were generated digitally with a 50-kHz sample
rate using a TDT AP II array processor, D/A converted~TDT
DD1!, attenuated~TDT PA4!, low-pass filtered with a cutoff
frequency of 20 kHz~TDT FT5!, attenuated again~TDT
PA4!, and presented to the listener through one earpiece of a
Sony MDR-V6 headphone, which was driven by a head-
phone buffer~TDT HB6!. Level increments were produced
digitally by adjusting the amplitudes of the frequency com-
ponents. Listeners were seated in a double-walled, sound-
attenuating booth.

5. Data analysis

Perceptual weights were determined using the correla-
tion method described by Lutfi~1995!. This method calcu-
lates the point bi-serial correlation between the interval cho-
sen by the listener and the level difference between the
perturbations in intervals 2 and 1. The correlation was calcu-
lated across trials for each frequency component separately.
The correlation coefficients,r i , were normalized such that
the weights, ai , added to a sum of unity—i.e.,ai

5r i /( jr j .3

To examine the significance of differences between
weight patterns, such as the difference between the observed
and the theoretically optimal weights, a chi-square test was
devised. A test statisticx2 was formed as( i(Dwi /sDw)2,
where Dwi is the difference between the two patterns for
perceptual weighti, andsDw is the standard deviation of the
distribution of these differences. If theDwi ’s are normally
distributed and independent, thenx2 is a sum of squared
z-scores. Consequently,x2 is chi-square distributed withv
5M21 degrees of freedom, whereM is the number of
weights in the pattern. The variance associated with the cor-
relation coefficients,r i , however, is not constant but de-
pends on the true value of the correlation coefficient. To
homogenize the variance of ther i estimates, a Fisher
z-transform was applied tor i before calculating the weights,
wi . ~Note that the figures show the weightsai , which are
based on the normalized raw correlation estimates, rather
thanwi , which are used only for statistical testing.! Simula-
tions suggested that for~absolute! r i values smaller than
about 0.5, the variance of the transformed coefficients indeed
corresponded to the expected variance based on the Fisher
z-transform. Third- and fourth-order moments also agreed
with expectations. Forr i values outside this range, both the
mean and the variance were strongly biased@cf. footnote 3 in
Richards and Zhu~1994!#. In the present study, allr i ’s had
absolute values less than 0.5, so biases are not a concern. The
standard deviation sDw5A(c1

21c2
2)sr , where sr

5A1/(Nt23) is the standard deviation of the Fisher
z-transformedr i , Nt is the number of trials, andc1 andc2

are the sums of the Fisherz-transformedr i for weight pat-
terns 1 and 2, respectively. For comparisons between mea-
sured weights and the optimal weights, the contribution of
the optimal pattern to the total variance was set to zero~i.e.,
sDw5c1sr). WhereasDwi reasonably can be assumed to
have a normal distribution, we cannot readily prove that they
are independent. However, an analysis of how weights in a
particular band are affected by the level perturbation in
neighboring bands indicates little interaction between neigh-
boring critical bands~see Sec. IV C!, which makes it reason-
able to assume that the weights obtained for different stimu-
lus components are, at least, nearly independent. In the
following, a confidence level ofp,0.05 will be regarded as
statistically significant.

B. Results

The description of the results begins with the presenta-
tion of theDLDL’s measured by the adaptive procedure and
the predictions by the multiband excitation-pattern model
~Florentine and Buus, 1981!. Then, the weights obtained for
the stimuli with uniform level increments are shown. Finally,
the weights obtained for the stimuli with nonuniform level
increments are presented.

1. Estimates of DL DL’s

The left panel of Fig. 1 shows theDLDL’s obtained with
the adaptive procedure for stimuli without level perturba-
tions. Because the data were relatively similar for the four
listeners, theDLDL’s are the geometric means across listen-
ers, which also provide the best comparison with model pre-
dictions. TheDLDL’s are plotted as functions of the number
of frequency components in the tone complexes. The vertical
error bars show standard errors. Note that theDLDL’s are
shown on a logarithmic axis to preserve ratios between
DLDL’s @see Buus and Florentine~1991! for discussion#. The
right panel of Fig. 1 shows theDLDL’s predicted by an
excitation-pattern model, which will be discussed later.

On the average, the measuredDLDL’s for the 3- and
7-tone complexes withk51 decrease by a factor of 2 to 3 as
the pedestal level of the frequency components increases
from 30 to 75 or 80 dB SPL~left panel!. This finding is in
accord with the ‘‘near-miss’’ to Weber’s law~McGill and
Goldberg, 1968; Viemeister, 1972; Jesteadtet al., 1977; Flo-
rentineet al., 1987!. As for the effect of the number of fre-
quency components, the data for the 60 dB SPL frequency-
component level show that the averageDLDL’s are nearly
independent of the number of frequency components. The
left panel of Fig. 1 also shows averageDLDL’s for the 7- and
15-tone complexes withk51.1 ~diamonds!. For the 15-tone
complexes, the averageDLDL for k51.1 is a factor of 3
smaller than that fork51. This finding suggests that the
highest frequency components make substantial contribu-
tions to the listeners’ decision; the level increment for the
highest frequency component isk14 ~'3.8 when k51.1)
times the baseline increment,DL0 . For the 7-tone com-
plexes, the averageDLDL for k51.1 is a factor of about 1.5
smaller than that fork51. In this case, the level increment
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for the highest frequency component isk6 ~'1.77 whenk
51.1) timesDL0 , again suggesting a substantial contribu-
tion of the highest frequency components.

The right panel in Fig. 1 shows theDLDL’s predicted by
Florentine and Buus’s~1981! excitation-pattern model. The
single free parameter in the model—i.e., the sensitivity to a
change in excitation level within a critical band—was chosen
to make the geometric means across all conditions identical
for the measured and predictedDLDL’s. Although some dif-
ferences are apparent between the measured and predicted
DLDL’s, the model clearly captures the general trends of the
data. The model predicts that theDLDL’s ought to decrease

only slightly as the number of 60 dB SPL frequency compo-
nents increases, which agrees with the virtually constant
DLDL’s obtained. In addition, the predicted effect of level for
the 3-tone complexes closely matches the data. However, the
effect of level for the 7-tone complexes appears smaller in
the model predictions than in the data and the model some-
what overpredicts the effect of having the level increments
increase with frequency for the 15-tone complexes withk
51.1. Overall, however, the discrepancies between the pre-
dicted and measuredDLDL’s are relatively minor and the
overall patterns of results are very similar for the model pre-
dictions and the data.

FIG. 2. Weights for 3-tone complexes
with k51. Each column represents a
frequency-component level. The
circles show the weights obtained for
the first 500 trials and the squares
show those obtained for the last 500
trials. The solid lines show the overall
weights based on 1000 trials. The dot-
ted lines show the optimal weights.
The two numbers in each panel indi-
cate the percentages of correct re-
sponses obtained in the first and sec-
ond set of trials.

FIG. 1. Measured~left panel! and pre-
dicted ~right panel! DLDL’s are shown
as functions of the number of fre-
quency components. For the measured
DLDL’s, the error bars indicate stan-
dard errors of the geometric means.
Symbols represent different conditions
and are listed in the legend.
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2. Perceptual weights

a. Uniform level increments (k51). Figure 2 shows the
individual listeners’ perceptual weights for the 3-tone com-
plexes. Solid lines represent the overall weights based on all
1000 trials, whereas the circles and squares represent weights
based on the first and last 500 trials, respectively. The dotted
lines show the ideal, uniform weights that would result if
each frequency component were equally important for the
listener’s decision.~Throughout the description of the re-
sults, the derivation of ideal weights considers only informa-
tion contained in the acoustic stimulus and ignores any pos-
sible effects of auditory processing such as spread of
excitation and variability added by the auditory system.! The
two numbers in each panel indicate the percentages of cor-
rect responses for the first and second set of trials. Clearly,
the listeners’ overall performance was quite stable over the
course of the experiment and generally was between 75%
and 80% correct responses. As shown in Table I, the chi-
square test described in Sec. II A 5 indicated that the weights
generally did not differ significantly between the first and
second set of trials. The exceptions are listeners L1 and L3 at
30 dB SPL and listeners L3 and L4 at 80 dB SPL. For these
cases, the overall weights are probably less reliable than
those in the remaining conditions. Table I also shows the
95% confidence limits for weights of zero averaged across
listeners. Based on these confidence limits, almost all the
weights shown in Fig. 2 are significantly larger than zero.
The only exception is L3’s small weight for the 10.5-Bark
component at 60 dB SPL.

The weights obtained at 30 dB SPL are reasonably close

to the ideal, uniform weights considering that the observed-
to-ideal-weight ratio—rather than absolute deviation—is the
important metric. For the overall weights, observed-to-ideal-
weight ratios range from 0.6 to 1.3~L1!, 0.7 to 1.4~L2!, 0.7
to 1.2 ~L3!, and 0.6 to 1.3~L4!. Nevertheless, the statistical
analysis indicates that the weights vary significantly across
frequency for all four listeners, as shown in the second sec-
tion of Table I. As is evident in the left column of Fig. 2, the
patterns of weights differ somewhat among listeners. For lis-
teners L1 and L2, the highest frequency component is most
important. For listeners L3 and L4, the center frequency
component appears to be most important.

At 60 dB SPL, the highest frequency component is most
important for all listeners~see middle column of Fig. 2!. The
weights for listener L3, for instance, differ dramatically from
what would be considered ideal. Again, Table I shows that
the weights differ significantly from the ideal, uniform
weights for all four listeners. At 80 dB SPL, listeners L1 and
L3 show weights similar to those obtained at 60 dB SPL. The
weights for L2 and L4 are close to ideal. However, the
weights for listener L4 are the only ones that do not differ
significantly from the ideal, uniform weights~see Table I!.
Nevertheless, the variation of weights across frequency is
relatively modest for all listeners. In summary, the weights at
all three levels usually differ from the ideal, uniform
weights, but all three frequency components make substan-
tial contributions to the listeners’ decisions. At the higher
levels, the highest frequency component contributes the most
to the listeners’ decisions.

Figure 3 shows the weights for the 7-tone complexes

FIG. 3. Weights for 7-tone complexes
with k51 are plotted in the same
manner as Fig. 2.
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plotted in the same manner as Fig. 2. As shown in Table I,
the weights did not differ significantly between the first and
second set of trials, except for listener L1 at 30 dB SPL. At
this level, four to six frequency components contribute sub-
stantially to the listeners’ decisions as indicated by their be-
ing significantly larger than zero~see Table I!, but some fre-
quency components contribute little. At 60 dB SPL, the
highest frequency component is most important for all listen-
ers, but four to six frequency components make substantial
contributions to the decision for all listeners. At 75 dB SPL,
the weights are quite similar for the four listeners. The two or
three highest frequency components are most important and
two to four lower frequency components appear to have al-
most no effect on the decision. Overall, the weights for the
7-tone complexes generally vary significantly across fre-
quency, and thus from the ideal pattern of weights. As shown
in Table I, the only exceptions are L1 at 30 dB SPL and L2
at 60 dB SPL.

Figure 4 shows the weights for the 15-tone complexes at
60 dB SPL plotted in the same manner as Fig. 2. As shown in

Table I, no significant differences were found between the
first and second set of 500 trials, but the overall weights
differed significantly from the ideal, uniform weights for all
listeners. Only between three and eight components for each
listener show weights that are significantly larger than zero.
The highest frequency component had the greatest weight for
three of the four listeners. Listeners L1 and L4 also showed
a fairly high weight for the second-highest frequency com-
ponent. In contrast, listener L3 showed the highest weight for
the lowest frequency component, but this listener also
showed a relatively large weight for the highest frequency
component. Although the weights varied considerably across
frequency, all listeners showed substantial weights on a ma-
jority of the frequency components.

Finally, Fig. 5 shows the weights for the 24-tone com-
plexes, which encompass almost the entire range of audible
frequencies and allow little influence of spread of excitation.
Only between two and seven components for each listener
show weights that are significantly larger than zero. The
weights differed significantly between the first and second

FIG. 4. Weights for 15-tone complexes withk51 are
plotted in the same manner as Fig. 2.

FIG. 5. Weights for 24-tone complexes withk51 are
plotted in the same manner as Fig. 2.
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set of trials for listeners L3 and L4. Disregarding the large
variation in weights between the two sets of trials, their de-
cisions were most influenced by the level perturbations of the
lowest frequency components. Not surprisingly, the weights
were significantly different from uniform weights for both
L3 and L4. For listener L1, the highest frequency component
was most important, but weights for this listener did not
differ significantly from uniform weights. Listener L2
showed close-to-ideal weights that did not vary significantly
across frequency. As expected, the observed-to-ideal weight
ratios vary dramatically across listeners:21.5 to 5.0~L1!,
0.1 to 2.5~L2!, 20.9 to 9.0~L3!, and26.3 to 11.8~L4!.

In summary, the weights for tone complexes with equal
DL ’s on all frequency components indicate that listeners are
able to combine information from a number of simultaneous
frequency components. Although there are some instances
for which the observed weights do not differ significantly
from the ideal, uniform weights, this is not the usual case.
Generally, the weights are significantly different from uni-
form and the deviations from ideal~as indicated by the
observed-to-ideal-weight ratios! tend to increase as the num-
ber of components increases. For 7- and 15-tone complexes,
much of the deviation from the ideal, uniform weights occurs
at the highest frequency components. For 24-tone com-
plexes, the most obvious deviations from uniform weights

appear to result from high weights on the lowest frequency
components.

b. Nonuniform level increments (k51.1). Figure 6 shows
the weights obtained withk51.1 plotted in the same manner
as Fig. 2. In this condition, the level increment increased
progressively with the component frequency. Thus, one
might expect the high-frequency components to make the
largest contributions to the listeners’ decisions. The dotted
lines indicate the ideal weights that would result if the lis-
tener’s decision were optimal and unaffected by spread of
excitation and noise in the auditory system. They were cal-
culated using the fact thatd8 is proportional toDL ~Buus
and Florentine, 1991; Buuset al., 1995!. Accordingly, the
ideal weight for a given frequency component is proportional
to its DL(z); for example, the ideal weight on the highest
frequency component exceeds that on the lowest frequency
component by a factor of 1.77 for the 7-component com-
plexes and by a factor of 3.8 for the 15-component com-
plexes.

For the 7-tone complexes~left panels!, the weights ob-
tained whenk was 1.1 did not differ significantly between
the first and second set of trials for any listener. Each listener
has between four and six components with weights that are
significantly larger than zero. The weights differed signifi-
cantly from the ideal weights for all listeners and were gen-

FIG. 6. Weights for 7-~left column! and 15-tone com-
plexes ~right column! at 60 dB SPL withk51.1 are
plotted in the same manner as Fig. 2.
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erally similar to those obtained whenk was 1~Fig. 3, middle
panels!. Nevertheless, significant differences between the
two conditions were found for listeners L3 and L4~see Table
I!. These differences probably are caused by an increased
weight for the highest frequency component whenk is 1.1, as
would be expected given the enlarged level increments on
the higher frequency components. However, the second and
third highest frequency components show little difference
betweenk51.1 andk51, which is at odds with the optimal
decision rule. Overall, the effect of progressively increasing
theDL ’s is relatively small and the changes that do occur are
not always in favor of the highest frequency components.

The right panels of Fig. 6 show the weights for the 15-
tone complexes withk51.1. The weights did not differ sig-
nificantly between the first and second set of trials for any
listener. Only between three and seven components for each
listener show weights that are significantly larger than zero.
The overall weights differed significantly from the ideal
weights for all listeners, except L1. Again, the weights for
k51.1 generally are similar to those fork51 ~see Fig. 4!. In
fact, the weights differed significantly betweenk51.1 and
k51 only for L3 ~see Table I!. Although listener L3 shows
some increase of the weight on the highest frequency com-
ponent whenk51.1, the most obvious change is a marked
decrease of the weight on the lowest frequency component.

In summary, progressive increases to the level increment
across frequency components had only a small, unsystematic
effect on the weights. When a difference betweenk51 and
k51.1 was observed, it occurred primarily for the highest
frequency component and was not apparent for other fre-
quency components that also had enlarged increments. The
similarity of the weights obtained withk51.1 and withk
51 indicates that listeners may have limited freedom to vary
the weights as required to follow an optimal decision rule.

III. EXPERIMENT II: EFFECT OF SPREAD
OF EXCITATION ON WEIGHTS

The results of experiment I indicate that the highest and,
sometimes, the lowest frequency components tend to weight
heavily in the listeners’ decisions. Experiment II aimed to
determine the extent to which spread of excitation affects the
weights by masking it with flanking noises. To evaluate
whether the effect of the maskers, if any, resulted from the
listeners using masker excitation as input to the decision, the
weight for the maskers was also determined.

A. Method

The characteristics of the 7- and 15-tone complexes
tested in experiment II are shown in Table II. Level incre-
ments required to yield about 80% correct responses were
estimated on the basis of theDLDL’s measured in experiment
I and on the basis ofDLDL’s reported in the literature. Flank-
ing noise bands were used to mask upward and downward
spread of excitation into auditory channels not tuned to the
frequency components of the tone complexes~cf. Florentine
and Buus, 1995; Buus and Florentine, 1995!. The noise
bands were 3 Barks wide. For the noise band below the
complex, the high cutoff frequency was 0.5 Bark below the
lowest frequency component in the complex. For the noise
band above the complex, the low cutoff frequency was 0.5
Bark above the highest frequency component in the complex.
The levels of the noise bands, as measured in the critical
band adjacent to the frequency components of the complex,
were 25 dB relative to the~average! frequency component
level. To determine the contribution, if any, that the maskers
make to the listeners’ discrimination decisions, the overall
masker level was perturbed on each presentation. The pertur-
bation was normally distributed with 0-dB mean and a stan-
dard deviation,sM , of 5 dB, but was limited not to exceed
615 dB. Apart from allowing estimation of the masker’s

TABLE II. Test conditions, outcome of chi-square tests, and confidence limits for experiment II shown in the same manner as in Table I. The additionalH0

hypothesis pertains to weights being equal with and without masking.

H0 Figure

Component
level

~dB SPL! N k
DL0

~dB! Comparison L1 L2 L3 L4 CL SD Remarks

First and
second
set of
trials are
equal

7 60 7 1 2 22.8c 3.0 10.1 8.9 0.122 0.034
7 60 15 1 2 12.7 5.9 16.0 7.8 0.099 0.012
8 60 7 1.1 1.5 2.1 12.2 9.7 0.126 0.043
8 60 15 1.1 1.3 11.3 11.5 12.4 0.124 0.041DL050.75 dB for

L4

Weights
are
optimal

7 60 7 1 2 28.6c 21.0b 37.9c 63.7c 0.122 0.034
7 60 15 1 2 18.6 15.7 57.0c 28.0a 0.099 0.012
8 60 7 1.1 1.5 7.6 30.6c 51.0c 0.126 0.043
8 60 15 1.1 1.3 7.0 13.3 43.3c 0.124 0.041 DL050.75 dB for

L4

k51 and 7 & 8 60 7 1.1 k51 9.4 3.2 4.9
k51.1 are 7 & 8 60 15 1.1 k51 17.3 5.3 25.9a

equal

Weights 3 & 7 60 7 1 unmasked 12.5 5.4 29.1c 20.0b

are equal 4 & 7 60 15 1 unmasked 54.0c 8.0 16.9 30.3b

with and 6 & 8 60 7 1.1 unmasked 8.9 2.7 19.1b

without masking 6 & 8 60 15 1.1 unmasked 7.1 21.9 16.8
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contribution to the listeners’ decision, the masker-level per-
turbation also discouraged listeners from using profile analy-
sis cues~Florentine and Buus, 1995!. As in Florentine and
Buus~1995!, the masker’s onset was 200 ms before the onset
of the tone complex, and its offset was 50 ms after the offset
of the complex. Accordingly, the total masker duration was
750 ms measured between the half-amplitude points of its
20-ms raised-cosine rise and fall.

B. Results

1. Perceptual weights

The panels in the left column of Fig. 7 show the weights
obtained for the 7-tone complexes withk51 in the presence
of the flanking maskers. They are plotted in the same manner
as Fig. 2. For comparison, the weights obtained without the
flanking maskers are shown by the dashed lines, which are
replotted from Fig. 3. As shown in Table II, the weights for
the first and second set of trials did not differ significantly,
except for listener L1. The weights for this listener’s first set
may reflect a distraction caused by the noise maskers; the
weights for the second set are much more orderly. Between
three and five components have weights that are significantly
larger than zero for each listener. Table II also shows that the
weights were significantly different from the ideal, uniform
weights for all four listeners. The effects of the masker can
be gauged by comparing the weights obtained with~solid

lines! and without the masker~dashed lines!. The weights
obtained for listener L1 in the second 500 trials are remark-
ably similar to those obtained without the masker. The
weights obtained with and without the masker also are strik-
ingly similar for listener L2 and, to a lesser extent, for lis-
teners L3 and L4. In fact, the effect of the masker is signifi-
cant for listeners L3 and L4, but not for listeners L1 and L2
~see Table II!. Overall it appears that masking the spread of
excitation had relatively little effect on the weights and did
not eliminate the high weights on the highest frequency com-
ponent.

Point bi-serial correlations were also calculated for the
masker-level perturbation difference between the second and
first interval and the interval chosen by the listener. The cal-
culation was identical to that for the frequency-component
correlations. The point bi-serial correlations were 0.0064
~L1!, 20.0716~L2!, 0.0189~L3!, and 0.0394~L4!. The criti-
cal value at thep,0.05 level is 0.0621. Thus, it appears that
listener L2 had a tendency to choose the interval for which
the level of the masker was lowest. The other listeners did
not seem to base their decisions on the trial-by-trial masker-
level differences between intervals.

The weights obtained for the masked 15-tone complexes
with k51 in the presence of the flanking maskers are shown
by the symbols and solid lines in the right panels of Fig. 7.
For comparison, the weights obtained without the masker are
shown by the dashed lines, which are replotted from Fig. 4.

FIG. 7. Weights for 60 dB SPL 7-~left column! and
15-tone complexes~right column! with k51 in the
presence of flanking maskers. The figure is plotted in
the same manner as Fig. 2, except that the thick dashed
lines show the weights obtained without the masker,
replotted from Figs. 3 and 4.
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Again, the weights obtained for the first and second set of
trials did not differ significantly~see Table II!. Each listener
has between three and five components with weights that are
significantly larger than zero. As shown in Table II, the
weights did not differ significantly from the ideal uniform
weights for listeners L1 and L2, whereas the weights varied
significantly across frequency for listeners L3 and L4. A
comparison of the weights obtained with and without mask-
ing reveals that the flanking noise tended to reduce the
weight for the highest frequency component of the 15-tone
complexes. The effect of the masker on the weights is sig-
nificant for listeners L1 and L4 and is most pronounced for
listener L1. In the presence of the masker, this listener shows
a weight close to zero for the highest frequency component
and the weights are highest for frequency components below
the center frequency, especially for the second set of trials.
For listener L4, the effects of the masker were generally
small—although they were significant. For listener L3, the
masker did not change the weights significantly, but it ap-
pears to reduce the weight on the highest frequency compo-
nent to be close to zero and to increase the weight on the
frequency component at 8.5 Barks~i.e., 1000 Hz! consider-
ably. For listener L2, the effect of the masker was not sig-
nificant and none is apparent. Altogether the masker changed
the high weights on the extreme frequency components only
for listener L1. The highest weight remained on the highest
frequency component for listeners L2 and L4 and on the
lowest frequency component for listener L3. The point bi-
serial correlations between the listener’s responses and the
masker-level perturbations were 0.0282~L1!, 0.0049 ~L2!,
0.0119 ~L3!, and 0.0035~L4!. These small correlations do
not differ significantly from zero, which indicates that the
masker-level perturbations did not affect the decision for any
of the listeners.

Finally, Fig. 8 shows the weights obtained withk51.1
in the presence of the flanking masker. Results are shown
only for listeners L1, L2, and L4, because listener L3 was no
longer available. For the 7-tone complexes~left panels!, the
weights did not differ significantly between the first and sec-
ond 500 trials for any listener. Four or five components have
weights that are significantly larger than zero for each lis-
tener. The overall weights differed significantly from the
ideal weights for listeners L2 and L4, but not for listener L1.
On the other hand, no listener showed a significant difference
betweenk51 andk51.1 with the flanking masker. All three
listeners showed relatively high weights on the two or three
highest frequency components and the highest weight was on
the highest frequency component. The dashed lines show the
weights obtained without the masker, replotted from Fig. 6.
The effects of the masker are modest and are significant only
for listener L4 ~see Table II! for whom they appear quite
unsystematic. Certainly, the masker did not reduce the
weight on the highest frequency component for listener L4.

For the 15-tone complexes~right panels!, there also was
no significant difference between the weights for the first and
second set of trials for any listener. Only between two and
four components have weights that are significantly larger
than zero for each listener. The overall weights obtained for
listeners L1 and L2 whenk was 1.1 did not differ signifi-
cantly from the ideal weights, nor did they differ signifi-
cantly from those obtained whenk was 1. For listener L4, on
the other hand, the weights obtained withk51.1 differed
significantly from the ideal weights and from those obtained
with k51. In the presence of the flanking masker, listener
L4’s weights were more or less uniform whenk51 ~see Fig.
7!, but were high for the two highest frequency components
when k51.1. A comparison between the dashed and solid
lines shows that the masker had no obvious effect for any of
the listeners. This is confirmed by the nonsignificant chi-
square values shown in the last line of Table II.

Altogether, the effects of the masker are surprisingly
small whetherk51 or k51.1. Although they were signifi-
cant in some instances, the effects of the masker usually
were not systematic. Certainly, the masker generally did not
cause any substantial change to the weights on the highest
and lowest frequency components. This finding appears in-
consistent with the high weight on these frequency compo-
nents being due to spread of excitation into multiple auditory
channels. It also is noteworthy that the differences between
k51 andk51.1 generally were small.

IV. GENERAL DISCUSSION

Four issues are central to a discussion of the experimen-
tal weights presented here. First, the definition of theoreti-
cally optimal weights depends on whether optimality is con-
sidered only in terms of theacoustic informationphysically
present in the stimuli, or in terms of theauditory processing
of this information—in particular, the addition of variance by
the auditory system and spread of excitation. Second, the
listeners’ decision on each trial may be based onweighting
the information in each auditory channel, or onselecting
certain channels while ignoring others~Buus et al., 1986!.
Third, the weight-analysis model was based on the assump-

FIG. 8. Weights for 60 dB SPL 7-~left column! and 15-tone complexes
~right column! with k51.1 in the presence of flanking maskers. The figure is
plotted in the same manner as Fig. 7. The thick dashed lines are replotted
from Fig. 6.
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tion of independent processing of the level information of the
individual Bark-spaced frequency components, which were
assumed to fall within different auditory channels. To test
this assumption, a conditional, trial-by-trial correlational
method will be discussed and evaluated for a subset of the
data. Finally, listening strategies other than using the infor-
mation from particular frequency components and/or audi-
tory channels consistently, and other than comparing the two
observation intervals will be discussed.

A. Optimal weights

In terms of acoustic information, theoretically optimal
weights were proportional toDL because the standard devia-
tion in level perturbation was constant across stimulus fre-
quency components. Accordingly, optimal weights were con-
sidered to be uniform across frequency components fork
51, and to increase progressively with frequency fork
51.1. Weights close to optimal were observed occasionally
~e.g., for listeners L1 and L2 with the 24-tone complexes and
k51; see Fig. 5!. However, even if these weights did not
differ significantly from optimal, they appear to be essen-
tially zero for a number of frequency components, which is
not in accord with optimal weighting. Moreover, even the
nonzero weights obtained in the present study generally dif-
fered from the optimal weights defined by the acoustic infor-
mation. In many cases, the two or three highest frequency
components contributed substantially more to the decision
than the lower frequency components. Thus, it is quite clear
that the listeners did not use optimal weights as defined by
the acousticalproperties of the stimuli.

In terms ofauditory processingof the acoustical infor-
mation, and spread of excitation in particular, optimal
weights were expected to be elevated for the lowest and
highest frequency components of the tone complexes. This
results because spread of excitation causes a greater number
of auditory channels to encode the frequency-component
level for the lowest and highest frequency components than
for frequency components in the middle of the complexes.
For the lowest and highest frequency components, this effec-
tively reduces internal noise. The effect is expected to in-
crease with increasing level. The weights obtained in this
study agree only partially with such an excitation-pattern ar-
gument. Consistent with this argument, the highest frequency
component generally shows the highest weight. For example,
the weights for the 7-tone complexes withk51 show in-
creased weights for the highest two frequency components as
level increases from 30 to 75 dB SPL~see Fig. 3!. Somewhat
similar trends are apparent for the 3-tone complexes~see Fig.
2!. Thus, for the 3- and 7-tone complexes, the weights may
be close to optimal when optimality is defined in terms of
auditory processing.

On the other hand, the weights obtained for most listen-
ers and stimuli fail to show an increase for the lowest fre-
quency component, which is inconsistent with the excitation-
pattern argument. Furthermore, the weights for several
frequency components of the 15- and 24-tone complexes are
essentially zero although they ought to contribute significant
level-discrimination information in at least one auditory
channel. Finally, the strongest argument against the weights

being optimal in terms of spread of excitation comes from
the general lack of an effect of the flanking noise bands in
experiment II. These maskers ought to mask information
contributed by spread of excitation, and consequently,
weights ought to be more or less uniform across frequency
components. Except for the 15-tone complexes withk51,
the weights were virtually identical for the masked and un-
masked conditions.

It should be noted, however, that the precise ratios of
optimal weights based on auditory processing are not
straightforward to predict. At the level of the auditory nerve,
for instance, the coding of the individual frequency compo-
nents is the result of a number of nonlinear processes. Spread
of excitation is nonlinear and causes the excitation level to
increase more in critical-band channels tuned to frequencies
above those contained in the stimulus than in critical-band
channels tuned at and below the range of frequencies encom-
passed by the stimulus. Further complications arise because
the variance in excitation due to the external noise—i.e., the
random level perturbation of a single frequency
component—will be correlated across on- and off-frequency
auditory channels. Even though the nonlinear increase of ex-
citation should reduce the correlation, it generally will be
high. On the other hand, internal noise sources such as physi-
ological noise are usually considered independent across au-
ditory channels. Therefore, the importance of individual fre-
quency components and the corresponding optimal weights
depends on the ratio of the external and internal noise. More-
over, the precise way in which excitation by multiple fre-
quency components adds within individual auditory channels
will affect the shape of the optimal weight patterns. For ex-
ample, if the total excitation is determined by the frequency-
component excitation having the greatest power~‘‘winner
takes all’’!, it may be nearly impossible to determine the
amount of information in off-frequency channels for indi-
vidual frequency components. Despite these uncertainties
about the coding of level and addition of excitation, however,
it seems reasonable to assume that the edge frequency com-
ponents, in particular the highest frequency component, have
the highest probability of dominating upward spread of ex-
citation. These frequency components therefore are expected
to provide the largest amount of information for level dis-
crimination at moderate and high levels.

The current findings of clearly unequal frequency-
component weights that are more or less invariant across
increment and masking conditions nevertheless are difficult
to explain. Doherty and Lutfi~1996! found bowl-shaped
weight patterns for most of their normal-hearing listeners,
whereby the greatest weight in most cases was found for the
lowest frequency component. One explanation for the differ-
ence between their findings and the present results derives
from the fact that the lowest component frequency in
Doherty and Lutfi’s~1996! stimuli was 250 Hz. This fre-
quency is lower than the lowest component frequency of the
complexes used in the present study, except for the 24-tone
complexes. Because Doherty and Lutfi’s~1996! average fre-
quency component level of 65 dB SPL was well within the
compressive range of the basilar-membrane I/O function, the
response to the level increment would be strongly compres-
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sive for most of the frequency components. However, com-
pression is reduced at low frequencies~Cooper and Yates,
1994!. Therefore, the increase in excitation produced by
some fixedDL would be larger at low than at middle and
high frequencies, which could increase the importance of the
250-Hz frequency component’s contribution to the listeners’
decision. In the present study, the 24-tone complexes indeed
yielded the highest weights on the lowest frequency compo-
nents at 0.5 and 1.5 Barks~50 and 150 Hz! for listeners L3
and L4. Willihnganzet al. ~1997!, however, used 3-tone
complexes at 250, 1000, and 4000 Hz with an average
frequency-component level of 62 dB SPL. Inconsistent with
the compression argument, the weights obtained for three out
of six adult, normal-hearing listeners were similar to those
for the present 3-tone complexes. The weights obtained for
the remaining listeners varied widely and were inconsistent
across sets of trials.

Although reduced compression at low frequencies might
explain the tendency for weights to increase at low frequen-
cies, it is unlikely to account for the increased weights ob-
served for the highest frequency components in the present
study as well as in Doherty and Lutfi’s~1996! and Willih-
nganzet al.’s ~1997! studies. To our knowledge no evidence
exists to support reduced compression for moderately high
frequencies. In addition, the increased weight on the upper
frequency components is apparent for the 3-tone complexes
whose highest frequency component was 1.85 kHz, but also
for the 15-tone complexes whose highest frequency compo-
nent was 4 kHz. Thus, it is difficult to explain the high
weights on the highest frequency components in terms of
frequency-dependent compression.

A more likely explanation for the high weights obtained
for the upper frequency components is that the excitation
produced by individual frequency components is affected
when simultaneously presenting three or more frequency
components due to suppression on the basilar membrane. In
the case of two-tone suppression for instance, the auditory-
nerve activity evoked by a probe tone at the characteristic
frequency of a fiber is more readily suppressed by a tone
above the probe than by a tone below it~Javel, 1981!. This
asymmetry in suppression might explain why the highest fre-
quency component generally showed the greatest weight for
the tone complexes used in the present study.

Finally, it is quite clear that the weights deviate from
optimal, but it appears that most components made some
contribution to the listeners’ decisions. The finding that the
weights typically were significantly greater than zero for
only a handful of components does not necessarily mean that
only a small number of components contribute to the listen-
ers’ decision. It may simply reflect that 1000 trials were too
few to obtain a significant correlation coefficient when the
weight was small. For example, one may estimate the num-
ber of truly positive weights by subtracting the number of
negative correlation coefficients from the number of positive
correlation coefficients, because equal numbers of positive
and negative correlation coefficients ought to result if the
true value were zero. Estimated in this manner, we find that
the average number of components that contribute to the
listeners’ decisions is 3.0 for the three-tone complexes, 6.1

for the seven-tone complexes, 11.0 for the 15-tone com-
plexes, and 13.5 for the 24-tone complexes. These findings
clearly indicate that the decision variable in level discrimi-
nation is derived by combining excitation-level information
across a number of critical bands. This result is inconsistent
with the single-band decision rule used in Zwicker’s~1956;
see also Zwicker and Feldtkeller, 1967! original excitation-
pattern model, which derived the decision from the channel
showing the largest increase in excitation level when the
stimulus level is increased byDL. One might argue that
significant weights on several channels could be obtained if
the listeners’ decision were based on the excitation in a
single, but different auditory channel on every trial. How-
ever, this explanation is not tenable. Given the ratios between
DL ~see Table I! and the 2-dB standard deviation of the
perturbation, a single-band decision rule would yieldd8’s
much lower than those obtained.

B. Weighting or selection

The weights obtained by Doherty and Lutfi~1996! and
Willihnganzet al. ~1997! provided information about the im-
portance of individual frequency components for level dis-
crimination, but did not distinguish if listeners are able to
apply arbitrary weights to each channel or whether they are
limited to merely use a more or less optimal selection of
unweighted channels.Weighting implies that listeners are
able to attend to all auditory channels. In addition, they are
able to grade their attention to individual channels to opti-
mize their decision.Selectionimplies that auditory channels
are either turned on or off as sources of information for the
listeners’ decision. Thus, the importance of individual chan-
nels would not be determined by listener-controlled weight-
ing of information, but rather is determined by stimulus
transformations in the auditory system, such as frequency-
dependent compression, and on external and internal noise.

The most revealing clue to deciding between optimal—
or, perhaps, somewhat suboptimal—selection and optimal
weighting in the present study is that the weights fork51
andk51.1 hardly differed. That is, progressively increasing
the DL(z) with frequency did not change the listeners’
weighting strategy appreciably. This finding indicates that
listeners were not able to change the weight on a channel
arbitrarily. Rather, it appears that they were limited to either
including or excluding any given channel in forming the de-
cision variable. The apparent inability of the listeners to set
the weights to any arbitrary value—together with the non-
uniform weights obtained in most conditions—indicates that
some frequency components in the complexes had the ability
to change the decision variable more than others and that
listeners rather consistently selected channels tuned to those
frequency components.

C. Independence of level-information processing

The trial-by-trial correlational method is based on the
assumption that the level information of the individual fre-
quency components is processed independently. Given the
1-Bark spacing of the frequency components for our stimuli,
we additionally assumed independent processing in separate
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auditory channels. The assumption of independent process-
ing is critical to the validity of the estimated weights. Should
this assumption be invalid, however, we would expect this to
be due to spread of excitation or some other~nonlinear! pro-
cess in the auditory coding of the level of simultaneous fre-
quency components. Irrespective of the particular process,
we would expect the level coding for a particular frequency
component for the current stimuli to be most affected by the
presence of its nearest-neighbor frequency components,
rather than by the presence of more remote frequency com-
ponents. Moreover, we would expect the coding to be least
affected at the lowest frequency-component level of 30 dB
SPL.

To test the assumption of independent processing, the
following modification was made to the trial-by-trial corre-
lational method. First, rather than calculating complete
weight patterns, correlation coefficients for single frequency
components were determined. Second, instead of using all
trials administered for a certain condition, conditional corre-
lation coefficients were calculated: those trials were selected
for which the level perturbation of a particular frequency
component under analysis wasgreater than the perturbation
for a ~single! nearest neighbor, both in the first and second
presentation interval. The remaining trials were discarded.
The nearest neighbor could be either lower or higher in fre-
quency. Coefficients determined in this way will be labeled
‘‘r 1.’’ Conversely, ‘‘r2’’ refers to the selection of trials for
which the level perturbation of the frequency component un-
der analysis wassmaller than the perturbation of its nearest
neighbor, again for both presentation intervals. If the pro-
cessing of level information depends on the level of~the
nearest! neighboring frequency components, then we would
expect the correlation coefficients to differ between the
‘‘r 1’’ and ‘‘r 2’’ conditions. For instance, the effect of spread
of excitation may appear if the correlation coefficient is con-
ditional on the nearest neighbor lower in frequency. Alterna-
tively, the effect of suppression may appear conditional on
the nearest neighbor higher in frequency. Using the ‘‘r1’’
and ‘‘r2’’ selection criteria, the~absolute! difference in level
perturbation between the analysis- and neighboring fre-
quency component was 2 dB on average.

Table III lists Fisherz-transformed correlation coeffi-
cients calculated for the ‘‘r1’’ and ‘‘r 2’’ conditions. The
data shown in Table III were thought to represent points of
interest in the weights observed in this study. Only condi-
tions withk equal to 1 were selected to avoid an effect of the
progressive increase ofDL(z) across frequency components.
On average, each of these coefficients is based on 250 trials.
Given this number of trials, differences between~Fisher
z-transformed! correlation coefficients are statistically sig-
nificant at thep,0.05 level whenever they exceed60.176.
As shown in Table III, the ‘‘r1’’ and ‘‘r 2’’ correlation coef-
ficients differ significantly from one another in only 3 out of
28 pairs, or about 11% of the pairs. This percentage is
slightly larger than the 5% expected, but no systematic trends
are apparent in these data. Altogether these results lend sup-
port to the assumption that level information of individual
frequency components is processed independently, as would
be expected from the attenuation of about 14 dB provided by
an auditory filter for tones that are one critical band away
from its center frequency.

D. Alternative decision strategies

Rather than comparing the information in particular au-
ditory channels across intervals consistently, listeners might
have chosen the interval that had the highest partial loudness
for any single frequency component. This strategy employs
several auditory channels because it requires a comparison of
partial loudnesses across frequency components, and because
spread of excitation makes a number of channels contribute
to the loudness. This means that the edge frequency compo-
nents, and the highest frequency component in particular,
will be most important for such a strategy. The fact that the
weights in the absence and presence of masking differed in a
few cases only, however, does not support such an explana-
tion of the results.

Finally, it is worthwhile considering whether the listen-
ers compared the two intervals in each trial as postulated by
most models of level discrimination. The present study cal-
culated weights based on the difference in perturbation levels
between the second and first interval~Lutfi, 1995; Doherty

TABLE III. Test conditions and outcome for the test of independent processing of level information. The first column specifies whether the analysis was
conditional on the lower or higher adjacent component. The second column shows the figure to which the analysis pertains. The third, fourth, and fifth columns
specify the stimuli. The sixth column specifies the frequency component that the analysis pertains to. The remaining columns show Fisherz-transformed point
bi-serial correlation coefficients for each of the listeners. Here, ‘‘r1’’ and ‘‘r 2’’ refer to the selection of trials for the analysis. For ‘‘r1,’’ only those trials were
used for which the level perturbation of the target component wasgreater than the perturbation of the adjacent frequency component in both presentation
intervals. Conversely, ‘‘r2’’ refers to the case where only those trials were used for which the level perturbation of the target component wassmaller. Those
cases for which the difference between ‘‘r1’’ and ‘‘r 2’’ is statistically significant (p,0.05; see text! are underlined.

Conditional
frequency
component Figure

Component
level

~dB SPL! k N

Component
CB rate
~Bark!

L1 L2 L3 L4

r1 r2 r1 r2 r1 r2 r1 r2

lower 2 80 1 3 12.5 0.462 0.418 0.344 0.522 0.443 0.512 0.333 0.370
3 75 1 7 11.5 0.083 20.054 0.009 0.111 20.000 20.080 0.198 0.179
4 60 1 15 18.5 0.230 0.290 0.186 0.204 0.134 0.103 0.272 0.197
5 60 1 24 2.5 0.030 20.048 20.029 0.028 0.180 0.085 0.300 0.010
5 60 1 24 23.5 0.099 0.204 0.050 0.072 0.008 0.00720.045 0.096

higher 2 80 1 3 11.5 0.312 0.353 0.391 0.350 0.421 0.402 0.408 0.345
3 75 1 7 13.5 0.398 0.210 0.268 0.291 0.438 0.265 0.319 0.167
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and Lutfi, 1996!. This presumes that the listeners compare
the stimuli across intervals. However, it is conceivable that
listeners ignored one of the intervals. For example, they
might make their decision by comparing the level of the first
interval to a template stored in long-term memory. Such be-
havior, if it exists, can be revealed by additional analyses of
the raw trial data. For example, if the listeners attended only
to the first stimulus in every trial, the correlation coefficients
between the frequency component perturbations in the sec-
ond interval and the listeners’ responses should be randomly
distributed around zero. To examine if listeners used any
such single-interval strategies, weights for a subset of condi-
tions were calculated using the level perturbations in only
one of the two intervals in each trial. The weights obtained
using perturbations in only the first interval, only the second
interval, only the target interval, and only the pedestal inter-
val differed only slightly from those obtained by using the
perturbation-level difference between the two intervals in
each trial. This finding indicates that listeners attended to
both the first and the second intervals.

Altogether, the most parsimonious explanation of the
present results appears to be that listeners compare excitation
levels in many auditory channels across intervals. However,
it appears that the listeners cannot weight the channels arbi-
trarily as needed to obtain a truly optimal decision rule, but
are limited to selecting whether the decision variable should
include or exclude any given channel. Such a selection
scheme is similar to the optimal-selection decision rule pro-
posed for detection by Buuset al. ~1986!, but limitations
may exist on the total number of channels that can be in-
cluded in the listeners’ decision.

V. CONCLUSIONS

The present study used a correlational method~Richards
and Zhu, 1994; Lutfi, 1995! to examine how listeners use
excitation-level information in different auditory channels to
discriminate between stimuli that differ in level. The results
show the following.

~1! Listeners use information from many auditory channels
for level discrimination, as postulated by the multiband
excitation-pattern model for level discrimination~Flo-
rentine and Buus, 1981!.

~2! The weights generally are not optimal. The highest fre-
quency components usually make the largest contribu-
tions to the listeners’ decisions.

~3! In most cases, the high weights on the upper frequency
components are not changed by flanking maskers de-
signed to eliminate information from spread of excita-
tion. Thus, spread of excitation does not account for the
high weights of the high-frequency components.

~4! Listeners were able to exclude bands excited by the
flanking maskers from their decisions.

~5! No consistent change in weights was obtained by in-
creasing the level increment progressively with fre-
quency. This finding indicates that listeners may be un-
able to change the weights on different auditory channels
arbitrarily as required by an optimum decision rule.

~6! No appreciable difference was found between correlation
coefficients calculated only across trials in which the
level perturbation of a neighboring frequency component
was either higher~for ‘‘r 1’’ ! or lower ~for ‘‘r 2’’ ! than
that of the target component in both observation inter-
vals. This finding lends support to the assumption that
processing of level information is independent across
frequency components.

~7! Altogether the results indicate that listeners are able to
select which channels to include in the decision for level
discrimination, but are limited to either including or ex-
cluding any particular channel. The channel selection
may be slightly suboptimal when many channels contrib-
ute information, because a few frequency components
appear to make little or no contribution to the level-
discrimination decision for 15- and 24-tone complexes.
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that components one critical band away from the center frequency are
attenuated at least 14 dB. Thus, the effects of level perturbations of any one
component are largely confined to the critical band on which the compo-
nent is centered.

2DL is already a logarithmic quantity. Calculating the averages as geometric
means ofDLDL’s ~i.e., averaging on a logarithmic scale! may be considered
as taking the logarithm of the logarithm. However,d8 is nearly proportional
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show equal ratios of sensitivity as equal visual distances, and lead to con-
clusions consistent with those obtained from logarithmic plots ofd8 for a
fixed DL. In addition, the standard deviation ofDLDL’s tends to be propor-
tional to the DLDL’s ~e.g., Florentineet al., 1987!. Accordingly, level-
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Pitch discrimination of diotic and dichotic tone complexes:
Harmonic resolvability or harmonic number?
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Three experiments investigated the relationship between harmonic number, harmonic resolvability,
and the perception of harmonic complexes. Complexes with successive equal-amplitude sine- or
random-phase harmonic components of a 100- or 200-Hz fundamental frequency (f 0) were
presented dichotically, with even and odd components to opposite ears, or diotically, with all
harmonics presented to both ears. Experiment 1 measured performance in discriminating a 3.5%–
5% frequency difference between a component of a harmonic complex and a pure tone in isolation.
Listeners achieved at least 75% correct for approximately the first 10 and 20 individual harmonics
in the diotic and dichotic conditions, respectively, verifying that only processes before the binaural
combination of information limit frequency selectivity. Experiment 2 measured fundamental
frequency difference limens (f 0 DLs) as a function of the average lowest harmonic number. Similar
results at bothf 0’s provide further evidence that harmonic number, not absolute frequency,
underlies the order-of-magnitude increase observed inf 0 DLs when only harmonics above about the
10th are presented. Similar results under diotic and dichotic conditions indicate that the auditory
system, in performingf 0 discrimination, is unable to utilize the additional peripherally resolved
harmonics in the dichotic case. In experiment 3, dichotic complexes containing harmonics below the
12th, or only above the 15th, elicited pitches of thef 0 and twice thef 0 , respectively. Together,
experiments 2 and 3 suggest that harmonic number, regardless of peripheral resolvability, governs
the transition between two different pitch percepts, one based on the frequencies of individual
resolved harmonics and the other based on the periodicity of the temporal envelope. ©2003
American Institute of Physics.@DOI: 10.1121/1.1572146#

PACS numbers: 43.66.Hg, 43.66.Fe, 43.66.Ba@NFV#

I. INTRODUCTION

The mechanisms underlying pitch perception have been
a matter of intense debate ever since Ohm~1843! disputed
Seebeck’s~1841! description of the phenomenon of the miss-
ing fundamental frequency (f 0). More recently, one aspect
of this debate has been concerned with the mechanisms
underlying the different contributions that low- and high-
frequency harmonics make to the overall perceived pitch of
a harmonic complex. Early work showed a dominant
frequency region for pitch that was determined by both
relative and absolute frequency relations. Ritsma~1967!
demonstrated that the third through fifth harmonics domi-
nated the perceived pitch for variousf 0’s, such that
the dominant frequency region for pitch was relative to the
complex’s f 0 . Investigating a wider range off 0’s, Plomp
~1967! found that the harmonics that dominated the per-
ceived pitch also depended on thef 0 of the complex, sug-
gesting that absolute frequency also influenced the domi-
nance region.

Most models of pitch perception can account qualita-
tively for the dominance of low harmonics in determining
the overall pitch and for the greatly reduced pitch salience
observed when only high harmonics are presented. However,

the mechanisms by which they do so differ considerably. For
instance, models that rely on the spatial separation of fre-
quency components along the cochlear partition~e.g., Gold-
stein, 1973; Wightman, 1973; Terhardt, 1974, 1979! predict
that pitch salience will deteriorate as the spacing between the
individual components within a complex becomes so small
that the individual peaks in the cochlear representation are no
longer resolved. Because the components of a harmonic
complex are equally spaced on a linear frequency scale, but
the absolute bandwidths of auditory filters increase with in-
creasing center frequency~CF!, the density of harmonics per
auditory filter increases with increasing harmonic number.
As a result, low-order harmonics are resolved from one an-
other, but higher-order harmonics begin to interact within
single auditory filters and eventually become unresolved. In
contrast, models based on the autocorrelation of auditory-
nerve fiber activity, pooled across the total population of fi-
bers ~e.g., Meddis and Hewitt, 1991a,b; Cariani and Del-
gutte, 1996; Meddis and O’Mard, 1997!, predict poorer
resolution within the model~and hence reduced performance
in f 0 discrimination! as theabsolutefrequency of compo-
nents increases~Cariani and Delgutte, 1996; Carlyon, 1998!,
due primarily to the roll-off in the phase-locking properties
of auditory-nerve fibers above about 1.5 kHz~Weiss and
Rose, 1988!. These two categories of models are often re-
ferred to as ‘‘place’’ and ‘‘temporal’’ models, respectively.

a!Corresponding author electronic mail: jgbern@mit.edu
b!Electronic mail: oxenham@mit.edu
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However, it should be noted that the term ‘‘place model’’
does not necessarily imply that the frequencies of individual
harmonics are encoded via a place mechanism. Instead it is
possible that the frequency information at each place is en-
coded via a temporal mechanism~Srulovicz and Goldstein,
1983; Shamma and Klein, 2000!. Nevertheless, it is impor-
tant for these place models that the components are suffi-
ciently well resolved for the frequency of each to be esti-
mated individually.

The defining role of absolute frequency and phase lock-
ing, implied by temporal models based on the pooled auto-
correlation function, has been called into question by various
psychophysical experiments indicating that relative fre-
quency relationships play an important role in the deteriora-
tion of pitch salience for high-order harmonics. Houtsma and
Smurzynski~1990! estimated pitch salience, in terms of me-
lodic interval recognition and fundamental frequency differ-
ence limens (f 0 DLs), for complex tones comprising 11 suc-
cessive harmonics as a function of the lowest harmonic
present. They found that for both measures, performance was
much poorer when only harmonics above the 10th were pre-
sented than when at least some harmonics below the 10th
were present. Although they carried out their experiment at
only onef 0 ~200 Hz!, meaning that the respective influences
of absolute and relative frequencies could not be distin-
guished, earlier research with two harmonics~Houtsma and
Goldstein, 1972!, and later research with many harmonics
~Carlyon and Shackleton, 1994; Shackleton and Carlyon,
1994; Kaernbach and Bering, 2001!, strongly support the
idea that performance in such tasks is limited primarily by
the lowest harmonic number present, and not by the lowest
absolute frequency present.

While it has been generally assumed that pitch discrimi-
nation deteriorates when only high harmonics are present
because the harmonics are peripherally unresolved~Houtsma
and Smurzynski, 1990; Carlyon and Shackleton, 1994;
Shackleton and Carlyon, 1994!, certain results in the litera-
ture cast some doubt on this interpretation. Houtsma and
Goldstein ~1972! estimated the pitch strength of harmonic
complexes consisting of two successive components by mea-
suring performance in musical interval identification. Har-
monics that are unresolved when both are presented to the
same ear~monotic! become resolved when presented to op-
posite ears~dichotic!. If strong pitch salience required the
presence of resolved harmonics, we might expect stronger
pitch salience when two normally unresolved harmonics
~i.e., unresolved under monotic presentation! are presented
dichotically. However, the decrease in performance with in-
creasing harmonic number was the same under monotic and
dichotic presentations, suggesting that the decrease in pitch
salience with increasing harmonic number may not be due to
the harmonics becoming unresolvedper se. Arehart and
Burns ~1999! reported similar results using three musically
trained hearing-impaired listeners.

This paper further investigates the transition inf 0 DLs
found in the data of Houtsma and Smurzynski~1990!, to
determine whether the frequency at which it occurs is de-
fined by harmonic resolvability, harmonic number regardless
of resolvability, or absolute frequency. Anf 0 DL paradigm

~Houtsma and Smurzynski, 1990! was used to test whether
presenting normally unresolved components to opposite ears
improves performance. Under diotic presentation, all compo-
nents were presented to both ears, such that the peripheral
spacing between components was thef 0 . Under dichotic
presentation, even and odd components were presented to
opposite ears, such that peripheral spacing between compo-
nents was twice thef 0(2 f 0) . The approach differs from
those of two earlier studies addressing this issue~Houtsma
and Goldstein, 1972; Arehart and Burns, 1999! in two prin-
cipal ways. First, thef 0 discrimination task does not require
the musical training that is necessary for a musical interval
identification task. Second, 12-component complexes yield a
much stronger pitch salience than the relatively weak pitch
elicited by two-tone complexes, even with low-order har-
monics.

Underlying this study was the important assumption that
approximately twice as many harmonics should be resolved
in the dichotic conditions, where the peripheral frequency
spacing between components is twice that of the diotic con-
ditions. The first experiment was designed to test the validity
of this assumption. In addition, experiment 1 addressed the
discrepancy in the literature between direct and indirect es-
timates of harmonic resolvability, as described below.

II. EXPERIMENT 1: RESOLVABILITY OF INDIVIDUAL
HARMONICS

A. Rationale

The existing studies on pitch perception show very good
consistency in terms of the locus of the transition region
between good and poorf 0 discrimination~Cullen and Long,
1986; Houtsma and Smurzynski, 1990!. However, as pointed
out by Shackleton and Carlyon~1994!, while these data sets
show a transition that occurs between harmonic numbers 10
and 13, direct measures of individual component resolvabil-
ity have shown that listeners are generally only able to hear
out the first five to eight harmonics of a harmonic complex
~Plomp, 1964; Plomp and Mimpen, 1968!. Similarly, Shack-
leton and Carlyon~1994! concluded that the limits of the
resolvability of individual components within an inharmonic
tone complex, as measured by Moore and Ohgushi~1993!,
were also lower than those estimated indirectly usingf 0 DLS
for harmonic tone complexes.

One reason for this discrepancy might be the nature of
the respective tasks. Musicians have been shown to have
better performance than nonmusicians in ‘‘hearing out’’ har-
monics ~Soderquist, 1970; Fine and Moore, 1993!, while
their auditory filter bandwidths are not significantly different
~Fine and Moore, 1993!. The difference between direct and
indirect estimates of peripheral resolvability may be attribut-
able to attentional limitations, whereby, in hearing out indi-
vidual partials, subjects may have difficulty overcoming their
perceptual fusion of the complex into a single auditory ob-
ject. The difference could also be due to other nonperipheral
limitations. In contrast to the Plomp~1964! and Moore and
Ohgushi~1993! studies, which required subjects to hear out
an individual partial presented simultaneously with a com-
plex, this study gated the target harmonic on and off repeat-
edly within the presentation interval. This strategy was de-
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signed to help overcome any nonperipheral limitations and to
encourage perceptual segregation, while not affecting periph-
eral resolvability.1 If good f 0 discrimination depends on the
presence of peripherally resolved harmonics, we expect that
listeners should be able to hear out approximately ten
harmonics—more than the five to eight measured by Plomp
~1964!.

B. Methods

In this and subsequent experiments, all subjects had
some degree of musical training. The least musically trained
subject had 4 years of instruction in middle school, while the
most musically trained were two professional musicians with
more than 18 years formal training. All subjects had normal
hearing~15 dB HL or lessre ANSI-1969 at octave frequen-
cies between 250 Hz and 8 kHz!. Four subjects~ages 18–26,
two female! participated in this experiment.

All stimuli were presented in a background noise, uncor-
related between the two ears which we will call modified
uniform masking noise (UMNm). This noise is similar to
uniform masking noise~UMN! ~Schmidt and Zwicker,
1991!, in that it is intended to yield pure-tone masked thresh-
olds at a constant sound pressure level~SPL! across fre-
quency, but the spectrum is somewhat different; UMNm has a
long-term spectrum level that is flat~15 dB/Hz SPL in our
study! for frequencies below 600 Hz, and rolls off at 2 dB/
oct above 600 Hz. The noise was low-pass filtered with a
cutoff at 10 kHz. Thresholds for pure tones at 200, 500,
1500, and 4000 Hz in UMNm in the left ear were estimated
via a three-alternative forced-choice, two-down, one-up
adaptive algorithm~Levitt, 1971!. For each subject, pure
tone thresholds in UMNm fell within a 5-dB range at all four
frequencies tested, such that harmonic components presented
at equal SPL had nearly equal sensation level~SL!. As an
approximation, we defined 0 dB SL for each subject as the
highest of the thresholds across the four frequencies tested,
which ranged from 29.7 to 33 dB SPL across all subjects in
this and subsequent experiments.

The stimuli were generated digitally and played out via a
soundcard~LynxStudio LynxOne! with 24-bit resolution and
a sampling frequency of 32 kHz. The stimuli were then
passed through a programmable attenuator~TDT PA4! and
headphone buffer~TDT HB6! before being presented to the
subject via Sennheiser HD 580 headphones. Subjects were
seated in a double-walled sound-attenuating chamber.

Each trial in the experiment consisted of two intervals,
each with a 1-s duration, separated by 375 ms. The first
interval contained three bursts of a 300-ms sinusoid~referred
to as the comparison tone!, including 20-ms Hanning win-
dow onset and offset ramps, separated by 50-ms silent gaps.
The second interval consisted of a harmonic complex with
the first 40 successive harmonics of thef 0 with duration
1000 ms, including 20-ms Hanning window onset and offset
ramps. Components were presented in random phase to en-
sure that the frequency of the target component was detect-
able only if the component was spectrally resolved.2 The
target component was gated on and off in the same manner
as in the first interval, while all the other components were
on continuously throughout the interval. Each component
was presented at a nominal 15 dB SL~adjusted for each

subject!, such that the stimuli in this experiment were similar
in level to those used in experiment 2. The task was a two-
alternative forced-choice task, where the listener was re-
quired to discriminate which of the comparison tone~interval
1! or target tone~interval 2! was higher in frequency. A sche-
matic of the stimuli is shown in Fig. 1.

Four conditions were presented, for all combinations of
the harmonic complex in interval 2 presented diotically or
dichotically, with a 100- or 200-Hz averagef 0 ( f̄ 0). Fifty
trials for each of ten target harmonic numbers in each con-
dition were presented~diotic: 5 through 14, inclusive; di-
chotic: 11, 12, 13, 14, 16, 18, 20, 22, 25, and 28!, for a total
of 500 trials per condition. The trials were presented in runs,
each consisting of five trials for each of the ten harmonics for
one condition, presented in random order. In the dichotic
conditions, the comparison and target harmonics were al-
ways presented to the same ear throughout a run, and the
distribution of the even and odd harmonics of the complex in
interval 2 to the left and right ears was varied accordingly.
For example, for a trial where the target 14th harmonic and
comparison tone were presented to the right ear, the even
harmonics in interval 2 were also presented to the right ear.
In the dichotic conditions, five runs were presented with the
target in the left ear, and five runs were presented with the
target in the right ear.

The difference (D f ) between the frequency of the com-
parison tone (f comp) and that of the target tone (f targ) was set
as a proportion off targ. This is different from Plomp’s~1964!
experiment, where he required listeners to identify which of
two pure tones was in fact a component of the complex. One
comparison tone was at the frequency of one of the compo-
nents, and the other was halfway between the frequencies
two successive components, such that it always fell at the
same place relative to the target tone on alinear scale. In our
experiment, the comparison tone was adjusted relative to the
target tone on alogarithmicscale, ensuring that any decrease
in performance with increasing harmonic number reflects a
reduction in resolvability, and not the increase in linear pure
tone DLs with increasing frequency~Moore, 1973!.

In each trial,f comp was either higher or lower thanf targ,
each with probability 0.5, withD f 5u f targ2 f compu chosen
from a uniform distribution of 3.5 to 5.0% of thef targ. The
value ofD f was always at least 3.5% of thef targ, which is
well above the frequency discrimination threshold for tones
in quiet~Moore, 1973!. The f 0 of the complex was randomly
chosen from a uniform distribution between 0.935f̄ 0 and

FIG. 1. Schematic of the stimuli used in experiment 1. Interval 2 contains a
40-component harmonic complex, with the target harmonic gated on and off
to perceptually segregate it from the complex. Interval 1 contains a pure-
tone probe, higher or lower in frequency than the target harmonic in interval
2, gated in the same way as the target harmonic.
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1.065 f̄ 0 . RandomizingD f was intended to prevent the lis-
tener from correctly identifying the frequency relationship
without actually hearing out the target tone by memorizing
the frequency relationship between the comparison tone and
the complex’sf 0 . Testing a large number of target harmonics
~ten per condition! and randomizingf 0 further prevented this
type of alternative cue.3

Each subject began with a training phase, where runs
rotated through the four conditions, during which feedback
was provided. Training continued until a subject was reliably
obtaining nearly 100% correct for the lowest harmonic tested
in each condition. The training period varied across subjects
from 15 min to 2 h. During the data collection phase, feed-
back was not provided.

C. Results

Figure 2 shows the mean data. The error bars denote61
standard error of the mean performance across all listeners.
Although there was significant variability in performance
across subjects, a systematic trend is clear in the data. Per-
cent correct generally decreases with increasing harmonic
number, with the 75% correct point corresponding roughly to
the 10th harmonic in the diotic conditions, and to the 20th
harmonic in the dichotic conditions. For each condition, the
pooled data from all subjects were fit~solid lines in Fig. 2! to

a complementary error function~erfc! bound to 50% and
100% correct at the extremes.4 The nonlinear least squares
Gauss–Newton method was used to fit the data to Eq.~1!
with two free parameters (n0 andw). The estimatedn0 was
taken to be the estimated limit of harmonic resolvability, in
accordance with the methods of Plomp~1964!. Judgments of
the goodness of fit were based on a 95% confidence interval
(62s) measure of uncertainty in then0 estimate. The values
obtained for the estimated limits of resolvability and 95%
confidence interval,n062s, for the pooled data were: 9.34
61.03 ~diotic 100 Hz!, 21.1861.65 ~dichotic 100 Hz!,
11.2060.74 ~diotic 200 Hz!, and 17.7361.91 ~dichotic 200
Hz!.

Figure 3 shows the individual data. The left column
shows data from the 100-Hzf̄ 0 and the right column shows
data from the 200-Hzf̄ 0 . There was considerable intersub-
ject variability in performance, as well as certain nonmono-
tonic trends within individual subjects. One subject~S2! had

FIG. 2. Mean results of experiment 1, showing percent correct in identifying
the probe tone as higher or lower than the target tone as a function of
harmonic number. Error bars represent plus and minus one standard error
across the individual scores for the four subjects. Open symbols indicate
diotic conditions, with all harmonics presented to both ears; filled symbols
indicate dichotic conditions, with odd and even harmonics presented to op-
posite ears. The left and right panels show results withf 0’s of 100 and 200
Hz, respectively. Solid lines represent the best fits of the erfc function@Eq.
~1!, footnote 4# to the pooled data. The limit of harmonic resolvability,
defined as the harmonic that yields 75% correct performance, is depicted by
a vertical dotted line. The upper and lower horizontal dashed lines indicate
75% correct~limit of harmonic resolvability! and 50% correct~chance!,
respectively.

FIG. 3. Results from the individual subjects in experiment 1, showing per-
cent correct in identifying the probe tone as higher or lower than the target
tone as a function of harmonic number. Each data point represents perfor-
mance over 50 stimulus trials. Each row represents results from one subject.
The left column~circles! and right column~squares! show results withf 0’s
of 100 and 200 Hz, respectively. The solid curves respresent best fits of the
erfc function@Eq. ~1!# to the individual data. The upper and lower dashed
lines in each plot represent 75% and 50% correct, respectively.
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difficulty hearing out even the lowest harmonics in the
100-Hz diotic condition. Two subjects~S1 and S3! showed
nonmonotonicities in the diotic conditions near the 12th har-
monic. In the dichotic conditions, large nonmonotonicities
were exhibited by one subject~S3! at the 100- and
200-Hz f̄ 0’s, and by two others~S1 and S2! at the
200-Hz f̄ 0 . For these subjects, performance decreased below
75% in the vicinity of the 12th to 16th harmonics, and then
increased before once again dropping below 75% for higher
harmonics. The nonmonotonicities in the diotic and dichotic
conditions in the vicinity of the 12th and 14th harmonics are
also present in the mean data~Fig. 2!.

Individual subject data in each condition were fit to the
erfc function @Eq. ~1!#. Fits ranged from good for subjects
and conditions where the psychometric function exhibited
few nonmonotonicities~e.g., subject S4, diotic 200 Hz, 2s
50.71 harmonics), to extremely poor for subjects and con-
ditions where the psychometric function exhibited many
nonmonotonicities~e.g., subject S3, dichotic 100 Hz, 2s
56.67 harmonics).

D. Discussion

Five aspects of the results merit attention. First, roughly
twice as many harmonics can be heard out in the dichotic
conditions as in the diotic conditions. This is the most im-
portant result of the experiment, as it verifies the central
assumption for experiment 2, that only processes before the
combination of binaural information limit harmonic resolv-
ability.

Second, our estimates of the limits of harmonic resolv-
ability in the diotic conditions are greater than those reported
by Plomp ~1964!. Our results indicate that the first 9 to 11
harmonics of a complex forf̄ 0’s of 100 and 200 Hz are
peripherally resolved. This estimate closely matches the in-
direct estimate of the limits of harmonic resolvability~Hout-
sma and Smurzynski, 1990; Shackleton and Carlyon, 1994!,
where the lowest harmonic present must be the 10th or be-
low in order to yield small f 0 DLs. This indicates that
enough harmonics are peripherally resolved to account for
the limits of good f 0 discrimination, thereby resolving the
apparent discrepancy between direct and indirect measures
of resolvability~Shackleton and Carlyon, 1994!. A caveat to
this conclusion is that the ‘‘enhancement’’ effect~see foot-
note 1! may have helped to overcome some nonperipheral
limitation to harmonic resolvability that occurs before the
detection of pitch. Therefore, in the absence of ‘‘enhance-
ment,’’ all of these peripherally resolved harmonics might
not be available to the pitch detector. Also, this is an opera-
tional definition of resolvability, which depends on the
3.5%–5.0%D f used in this experiment. A smallerD f may
have yielded a lower estimate of the number of resolved
harmonics.

Third, there was some indication of more resolved har-
monics for the 200-Hz than the 100-Hzf 0 , consistent with
results of Sheraet al. ~2002! indicating that the cochlear fil-
ter bandwidths relative to CF decrease with increasing abso-
lute frequency at low signal levels. Nevertheless, this differ-
ence was small, indicating that harmonic number largely

determines resolvability. The limited range off 0’s used in
this study prevents a comparison with the effects off 0 re-
ported by Plomp~1964!, where forf 0’s greater than 200 Hz,
the number of resolved harmonics decreased with increasing
f 0 .

Fourth, some subjects experienced difficulties with even
low-frequency harmonics, or displayed nonmonotonic psy-
chometric functions. For example, for subject S2 at the
200-Hz f 0 and subject S3 at bothf 0’s, the initial drop below
75% correct performance in the dichotic conditions occurred
at a similar harmonic number as in the diotic conditions. This
suggests that there may be some central limitation on reso-
lution for these subjects and conditions that operates on both
diotic and dichotic complexes. However, for all subjects, har-
monics above the 14th are well resolved under dichotic pre-
sentation, and any central limitation of harmonic resolvabil-
ity seems to appear only near the 14th harmonic.

Fifth, the estimate ofn0 in the dichotic 200-Hz condi-
tion had a large 95% confidence interval (610.8%), consis-
tent with the poor fit apparent in a visual inspection of the
data. Given the high range of pure tone frequencies presented
in this condition, this large uncertainty may reflect absolute
frequency effects. However, even at the highest frequencies
tested~5.6 kHz!, the minimumD f we used~3.5%! is still
greater than the 0.5% obtained for similar frequency long-
duration tones in quiet~Moore, 1973!. Although the 60 dB
SPL tones used in the Moore~1973! study are not compa-
rable to the 15 dB SL tones used in this study, Hoekstra
~1979! showed that a reduction from moderate~40 dB! to
low ~15 dB! SLs increased DLs for a 2-kHz pure tone by less
than a factor of 2. This suggests that the variable results
found at these very high frequencies cannot be ascribed
solely to the coding limitations of individual components.

III. EXPERIMENT 2: FUNDAMENTAL FREQUENCY
DIFFERENCE LIMENS

A. Rationale

In experiment 2 we measuredf 0 DLs as a function of
the lowest harmonic number present for diotic and dichotic
harmonic complexes. If good discrimination ability were de-
pendent on the presence of resolved harmonicsper se, the
auditory system should be able to utilize the information
provided by the additional resolved harmonics available un-
der dichotic presentation, such that the order of magnitude
increase inf 0 DLs ~Houtsma and Smurzynski, 1990! would
occur at twice the harmonic number as compared to diotic
presentation. Alternatively, if good discrimination ability
were dependent only on the presence of low-numbered har-
monics, regardless of resolvability, the additional resolved
harmonics should provide no benefit, such that the increase
in f 0 DLs would occur at the same lowest harmonic number
in both dichotic and diotic conditions.

In order to determine if the increase inf 0 DLs is due to
absolute or relative frequency effects, we performed the
measurements at two differentf 0’s ~100 and 200 Hz!. Based
on the results of Shackleton and Carlyon~1994!, suggesting
that the DL shift is due to relative frequency effects~i.e., the
presence or absence of resolved harmonics!, we expect that

3327J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 J. G. Bernstein and A. J. Oxenham: Harmonic resolvability and pitch



the DL shift should occur at approximately the same har-
monic number for bothf 0’s. Alternatively, if the DL shift
were mainly due to absolute frequency effects as implied by
many temporal pitch models, then the DL shift should occur
at about the same absolute frequency, or twice the harmonic
number for the 100-Hzf 0 as compared to the 200-Hzf 0

conditions. While we measuredf 0 DLs with harmonics in
random phase in order to allow a direct comparison with the
harmonic resolvability data of experiment 1, we also per-
formed the measurements with harmonics in sine phase to
allow a more direct comparison with earlier data.

B. Methods

Stimuli were 500-ms~including 30-ms Hanning window
rise and fall! harmonic complexes with 12 successive com-
ponents. Each component was presented at 10 dB SL in
UMNm background noise~see experiment 1!. This low level
was used to prevent the detection of combination tones.
Stimuli were presented diotically and dichotically withf 0’s
of 100 and 200 Hz, in sine phase and random phase, for a
total of eight conditions. Discrimination thresholds were es-
timated for eight normal-hearing subjects. Four subjects
~ages 18–24, two female!, including the first author, partici-
pated in the sine-phase conditions. Two had also participated
in experiment 1. Four new subjects~ages 18–24, one female!
participated in the random-phase conditions. The setup for
stimulus delivery was the same as in experiment 1.

Fundamental frequency DLs as a function of the com-
plex’s average lowest harmonic number (N̄) were estimated
via a three-alternative forced-choice, two-down, one-up
adaptive algorithm tracking the 70.7% correct point~Levitt,
1971!. The f 0 difference (D f 0) was initially set to 10% of
the f 0 . The starting step size was 2% of thef 0 , decreasing to
0.5% after the first two reversals, and then to 0.2% after the
next two reversals. Thef 0 DL was estimated as the average
of the D f 0’s at the remaining six reversal points.

Two of the intervals contained harmonic complexes with
a basef 0( f 0,base), while one interval contained a complex
with a higherf 0( f 0,base1D f 0). The task was to identify the
interval with the higherf 0 . Subjects were informed that two
of the intervals had the same pitch, and one had a higher
pitch, and were asked to identify the interval with the higher
pitch. In order to prevent subjects from basing their judg-
ments on the frequency of the lowest harmonic, the lowest
harmonic number (N) was roved from interval to interval,
such that in the three intervals it wasN̄21, N̄, andN̄11, in
random order. The highest harmonic number was also roved,
such that 12 components were presented in each stimulus
interval. For the dichotic conditions, odd and even compo-
nents were presented randomly to the left or right ear on a
trial-by-trial basis. Feedback was provided after each trial.
Subjects were informed that there were different sound quali-
ties that varied from interval to interval. They were told to
ignore the timbre~‘‘treble/bass quality’’! of the sounds, as
responses based on timbre would result in incorrect answers,
and to respond based solely on the pitch. Fundamental fre-
quency discrimination was tested forN̄53, 6, 9, 12, 15, 18
and 24 in all eight conditions.

Each subject went through a training phase of at least 1
h, which continued until performance was no longer showing
consistent improvement. During the measurement phase,
four adaptive runs were made per subject, for each value of
N̄ in each condition, and the estimatedf 0 DL for a subject
was taken as the mean of these four estimates. If the standard
deviation across the last six reversals points in any one run
was greater than 0.8%, the data for that run was excluded
and the run was repeated at the end of the experiment.

C. Results

Figure 4 shows the estimatedf 0 DLs ~expressed as a
percentage of thef 0) as a function ofN̄. Each data point
represents the arithmetic mean and the error bars represent
6 the standard error across the meanf 0 DLs measured for
four subjects. The central finding of this study is that the
dramatic increase inf 0 DLs occurs at the sameN̄ under
diotic and dichotic presentation. Furthermore, this increase
occurs at the sameN̄ at both f 0’s.

To investigate other trends in the data, an analysis of
variance~ANOVA ! with three within-subject factors@ f 0 , N̄
and mode of presentation~diotic or dichotic!# and one
between-subject factor~phase! was conducted. While the
f 0 DL measurement usedf 0 steps on a linear frequency scale
in accordance with the methods of Houtsma and Smurzynski
~1990!, the statistical analysis was performed with logarith-
mically ~log! transformed data, in an attempt to satisfy the
uniform variance assumption. Only the following main ef-
fects and interactions were found to be significant (p

,0.05). There was a main effect ofN̄ @F(1,6)5179.5,p
,0.0001#, two-way interactions betweenf 0 and N̄ @F(1,6)
55.60,p,0.0005# and betweenf 0 and mode of presenta-

FIG. 4. Mean results from experiment 2. Each data point represents the
meanf 0 DL ~%! across four subjects; error bars denote plus and minus one
standard error of the mean. The long-dashed curves show the limit of per-
formance based only on the lower spectral edge of the complexes~see text
for details!. The short-dashed curve in the lower left panel shows data from
Houtmsa and Smurzynski~1990! for a monotic complex with a 200-Hzf 0 .
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tion @F(1,6)56.8,p,0.05#, a three-way interaction be-
tween mode of presentation, phase andf 0 @F(1,6)58.32,p
,0.05# and a four-way interaction between all factors
@F(6,36)55.84,p,0.0005#.

The significant four-way interaction suggests caution in
interpreting main effects and low-order interactions. Never-
theless, the ANOVA supports two trends in the data concern-
ing N̄ and f 0 . First, the main effect ofN̄ clearly reflects the
result that good performance inf 0 discrimination requires
N̄<9. Second, the two-way interaction betweenf 0 and N̄
does not reflect an absolute frequency effect on the fre-
quency of the increase inf 0 DLs, since this transition occurs
at the sameN̄ for both f 0’s. Rather, this interaction probably
reflects an absolute frequency effect for complexes withN̄
.9, where largerf 0 DLs are seen for the 200-Hzf 0 as com-
pared to the 100-Hzf 0 . Interpreting the effects of mode of
presentation and phase requires a closer examination of the
data.

The significant higher-order interactions probably reflect
the result that dichoticf 0 DLs were somewhat higher or
lower than diotic f 0 DLs depending onf 0 , phase andN̄.
Two trends in the difference betweenf 0 DLs measured un-
der dichotic versus diotic presentation were apparent in the
data. The first trend was that dichoticf 0 DLs were larger
than diotic f 0 DLs presentation atN̄512 or N̄515 for all
combinations off 0 and phase except for the 200-Hz random
phase case. This trend will be addressed further in conjunc-
tion with results of experiment 3. The second, less apparent,
trend was that dichoticf 0 DLs were slightly smaller forN̄
518 andN̄524 at bothf 0’s. Differences between diotic and
dichotic f 0 DLs were seen in some subjects, but not in oth-
ers. Figure 5 shows mean DLs for two sample subjects who

participated in the random-phase conditions. At one extreme,
subject S9~right column! shows larger DLs under dichotic

presentation nearN̄512 for both f 0’s. Of the 16 combina-
tions of subject andf 0 , seven showed larger dichotic DLs

near N̄512 ~four of eight in sine-phase, three of eight in
random-phase!. At the other extreme, subject S8~left col-

umn! shows larger DLs under diotic presentation atN̄518

and 24. While no subjects showed larger diotic DLs nearN̄
518 for sine-phase stimuli, two did for random-phase
stimuli.

The results of Houtsma and Smurzynski~1990! sug-
gested that the phase relationship between harmonics af-
fected thef 0 DLs for high-order, but not low-order harmon-
ics. While this trend also appears in our data, the ANOVA
indicated no significant main effect of phase or two-way in-
teractions between phase and any other factor (p.0.05).
Although thef 0 DLs appear larger in the random phase con-

ditions forN̄.9, this difference is not statistically significant
for the logarithmically transformed data. The lack of a sig-
nificant phase effect in our data may be due to the fact that
phase was a between-subjects factor, giving the test less sta-
tistical power than if random and sine phase complexes had
been tested in the same subjects.

Another possibility is that even though the lowest har-
monic number was roved from interval to interval, for large
D f 0’s it is possible for listeners to achieve above chance
performance without extractingf 0 information. Phase effects
may not be present in any condition wheref 0 information
was not used to perform the task. Both in our 3IFC study and
in the Houtsma and Smurzynski~1990! study, if the listener
were to base their answer on the frequency of the lowest
harmonic present in each interval~or the low-frequency edge
of the excitation pattern for unresolved complexes!, they
would achieve 66.7% correct~near the 70.7% correct point
approximated by the two-up, one-down adaptive procedure!

if D f 0 / f 0.1/N̄. Any data point falling above the DL

5(100/N̄)% dashed line in Fig. 4 could reflect responses
based on the ‘‘lowest harmonic’’ cue, rather thanf 0 extrac-
tion. Performance is slightly worse than the ‘‘lowest har-

monic’’ prediction for N̄518 and 24 in the sine-phase con-

ditions, and much worse forN̄.12 in all random-phase
conditions. Thus in this study, listeners may be using lowest
harmonic cues, rather thanf 0 pitch cues, to performf 0 dis-

crimination for complexes with highN̄, especially when the
components are in random phase. In the Houtsma and
Smurzynski~1990! study, f 0 DLs are much smaller than the
lowest harmonic cue prediction, and therefore most likely
reflect actualf 0 discrimination performance.

To look for possible phase effects, Scheffepost-hoctests
compared sine- and random-phase data for the four combi-

nations off 0 and mode of presentation forN̄512, which is
above the resolved harmonic region, but below the region
where the ‘‘lowest harmonic’’ cue may have influenced the
results. Results indicate thatf 0 DLs were significantly dif-
ferent (p,0.05) in the 100-Hz dichotic and 200-Hz diotic
conditions, providing some weak evidence for the presence
of phase effects in these conditions.

FIG. 5. Individual results from experiment 2 for two sample subjects. Error
bars show plus and minus one standard deviation across four stimulus trials.
Subject S9~right column! shows largerf 0 DLs under dichotic presentation

for N̄512 and 15. Subject S8~left column! shows smallerf 0 DLs under

dichotic presentation forN̄518 and 24.

3329J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 J. G. Bernstein and A. J. Oxenham: Harmonic resolvability and pitch



D. Discussion

The fact that the transition from small to largef 0 DLs

occurs at the sameN̄ under diotic and dichotic presentation
indicates that the auditory system is unable to utilize the
information provided by the additional resolved harmonics in
the dichotic case forf 0 discrimination. While two subjects
did show slightly smallerf 0 DLs for dichotic complexes

than for diotic complexes whenN̄>18, the f 0 DLs ~around
6%! are still much larger than those found for lower num-
bered harmonics. This supports the hypothesis that goodf 0

discrimination is not limited by harmonic resolvability, but
by harmonic number, regardless of resolvability. This result
also indicates that subjects cannot ignore the input from one
ear in performing thef 0 discrimination task. Remember that
the ear with the even harmonics contains consecutive har-

monics of 2f 0 , with a lowest harmonic aroundN̄/2. If sub-
jects were able to ignore the ear with odd harmonics,
we would expect the transition between good and poorf 0

discrimination to occur at twice the average lowest harmonic

number, i.e., aroundN̄520. Thus, this result is consistent
with the idea that pitch is derived from a combined ‘‘central
spectrum’’~Zurek, 1979! that prevents an independent pitch
percept derived from the input to one ear. Note, however,
that the odd and even harmonics were presented to left and
right ears at random in each trial, making it impossible for
the listener to know which ear to ignore. It is possible that if
odd and even harmonics were presented consistently to the
same ears, subjects may have been able to learn to ignore the
input from the ear with odd harmonics.

The transition from small to largef 0 DLs occurs at the

sameN̄ at bothf 0’s, consistent with the results of Kaernbach
and Bering~2001!. This confirms our expectation~Shackle-
ton and Carlyon, 1994! that the dramatic increase inf 0 DLs
is due to a relative frequency effect that depends more on
harmonic number than on an absolute frequency effect, such
as the roll-off of phase-locking with increasing absolute fre-
quency. Nevertheless, effects of absolute frequency are also

present, in that thef 0 DLs for N̄.9 are greater for the
200-Hz f 0 than for the 100-Hzf 0 . These absolute frequency
effects may be related to phase locking, where the additional
information available from phase locking to the fine structure
at a lower absolute frequency region in the 100-Hz condition
aidedf 0 discrimination. Also, because we tested onlyf 0’s of
100 and 200 Hz, we did not observe the absolute frequency
effects reported in other studies where thef 0 DL transition

occurs at a lowerN̄ for f 0’s below 100 Hz and above 200 Hz
~Ritsma, 1962; Krumbholzet al., 2000; Pressnitzeret al.,
2001!.

For the diotic 200-Hz sine-phase condition,f 0 DLs for

complexes withN̄.10 are approximately twice as large as
those of the monotic 200-Hz sine-phase results of Houtsma
and Smurzynski~1990!, depicted as a dashed line in the
lower left panel of Fig. 4, although the transition from small

to large f 0 DLs occurs at the sameN̄ in both studies. The
difference in DL between this and the earlier study can be
probably explained in terms of differences in sensation level.
Hoekstra~1979! showed that an increase in sensation level

from the 10 dB used in our study to the 20 dB used in the
Houtsma and Smurzynski~1990! study decreasedf 0 DLs for
harmonic complexes by a factor of 2 to 4, depending onf 0

and subject.

IV. EXPERIMENT 3: PERCEIVED PITCH OF DICHOTIC
STIMULI

A. Rationale

Flanagan and Guttman~1960! investigated the pitch of
same- and alternating-polarity click trains. A same-polarity
click train has a click rate equal to thef 0 , and a spectrum
consisting of all the harmonics off 0 , whereas an alternating-
polarity click train has a click rate that is 2f 0, and a spectrum
consisting of only the odd harmonics of thef 0 . According to
Flanagan and Guttman~1960!, stimuli with f 0,150 Hz elicit
a pitch corresponding to the click rate, regardless of polarity,
while stimuli with f 0.150 Hz elicit a pitch corresponding to
the f 0 . This result is consistent with a two-mechanism model
of pitch perception. Click trains with a highf 0 that contain
resolved components in the absolute frequency dominance
region for pitch~Plomp, 1967! yield a pitch at thef 0 , con-
sistent with a mechanism that extracts pitch from spectral
cues. Click trains with a lowf 0 that contain only unresolved
components in the dominance region yield a pitch consistent
with a mechanism that extracts pitch from peaks in the tem-
poral envelope of the waveform. The temporal envelope of
the alternating polarity click train repeats at the difference
frequency between components of 2f 0 , whereas the wave-
form of the same polarity click train repeats at thef 0 .

Experiment 3 estimated the perceived pitch of the di-
chotic stimuli used in experiment 2. If, as suggested by the
results of experiment 2, the individual resolved components
above the 10th harmonic are not used inf 0 discrimination,
then the pitch of dichotic complexes withN̄.10 may be
derived from the repetition rate of the temporal envelope. If
so, these complexes should yield a perceived pitch at 2f 0 ,
consistent with the peripheral difference frequency between
adjacent components. Alternatively, the central pitch mecha-
nism may be able to make some, but poor, use of the higher-
order resolved harmonics. If so, these dichotic stimuli should
yield a pitch at thef 0 derived from the combined central
spectrum, but with the poorf 0 discrimination performance
seen in experiment 2.

B. Methods

Assuming that listeners would only perceive a pitch at
the f 0 or at 2 f 0 for their alternating-phase stimuli, Shackle-
ton and Carlyon~1994! asked listeners to identify which of
two sine-phase stimuli, with fundamental frequencies equal
to the f 0 or to 2 f 0 of the alternating-phase stimulus, most
closely matched each alternating-phase stimulus. Similarly,
we assumed that our dichotic stimuli would yield perceived
pitches corresponding to either thef 0 , consistent with spec-
tral cues, or to 2f 0 , consistent with monaural temporal en-
velope cues. However, we used a different experimental
paradigm. Subjects compared the pitch of a dichotic stimulus
with that of a diotic stimulus, where thef 0 of the diotic
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stimulus was a half-octave~a factor of&) higher than that
of the dichotic stimulus. We assumed that the diotic sine-
phase stimulus yielded a perceived pitch near itsf 0 . Thus, if
the dichotic stimulus was judged as ‘‘higher’’ we assumed
that the subject perceived its pitch to be 2f 0 . Similarly, if
the dichotic stimulus was judged ‘‘lower,’’ we assumed the
subject perceived its pitch to be thef 0 .

The dichotic stimuli were sine-phase complexes identi-
cal to those described in experiment 2. The diotic stimuli
were sine-phase harmonic complexes withf 0 half an octave
above thef 0 of the dichotic stimulus in the same trial, with
harmonics chosen such that the bandwidth was limited to
that of the dichotic stimulus. The diotic and dichotic stimuli
were presented randomly in the first and second intervals and
the subject was asked to identify the ‘‘higher’’ interval. Low-
est harmonic number was not roved from interval to interval.
Each run consisted of seven trials for each of the seven av-
erage lowest harmonic numbers tested in experiment 2, for a
total of 49 trials. Twelve runs were performed at both the
100- and 200-Hzf 0’s, such that each dichotic complex was
presented a total 84 times per subject. To acquaint subjects
with the task, they underwent a short~15 min! training ses-
sion during which they were required to identify the higher
of two pure tones separated by1

2 octave. Four subjects~ages
18–24, one female! took part in this experiment. Three had
already participated in experiment 1 or 2. The setup for
stimulus delivery was identical to that described in experi-
ment 1.

C. Results

The results shown in Fig. 6 clearly indicate that subjects
perceived a pitch lower than& times the f 0 for dichotic
stimuli with a low lowest harmonic number and a pitch
higher than& times thef 0 for dichotic stimuli with a high
lowest harmonic number. The transition between the two
pitch percepts occurred between lowest harmonic numbers 9
and 18, roughly the same region as was seen for thef 0 DL
shift in experiment 2. If our assumption that listeners always
perceive a pitch corresponding to either thef 0 or 2 f 0 holds,

then listeners are perceiving a pitch corresponding to thef 0

for complexes containing harmonics lower than the 10th,
consistent with spectral cues, and a pitch corresponding to
2 f 0 for complexes containing only harmonics above the
15th, consistent with temporal envelope cues. In between,
the pitch appears to be ambiguous. Further testing would be
necessary to determine if this ambiguity reflects two simul-
taneous pitches~at thef 0 and at 2f 0) deriving from different
mechanisms.

D. Discussion

The values ofN that yielded an ambiguous pitch in this
experiment correspond well to the values ofN̄ that yielded
elevatedf 0 DLs under dichotic presentation in experiment 2.
This suggests that neither a mechanism that operates on re-
solved harmonics nor a mechanism that extracts the pitch
from the temporal envelope responds well to dichotic stimuli
in this region. Since approximately 20 harmonics are re-
solved under dichotic presentation~experiment 1!, listeners
had difficulty extracting thef 0 from these high-order, but
resolved harmonics. Since dichotic complexes have fewer
components falling within an auditory filter, the resulting
temporal envelopes will be less modulated than the enve-
lopes associated with the diotic stimuli, reducing the effec-
tiveness of the envelope as a pitch cue.

The data show that listeners nearly always perceived a
pitch near thef 0 for N,12. This result is in conflict with the
results of Hall and Soderquist~1975!, where subjects re-
ported two pitches, one at eachf 0 , when three successive
components each of a 200- and a 400-Hzf 0 were presented
to opposite ears. The larger number of harmonics presented
in the current study~six to each ear! may have encouraged
the fusion of binaural information in processing pitch.

V. GENERAL DISCUSSION

A. Absolute or relative frequency?

The transitions from strong to weak pitch salience in
experiment 2, and from a perceived pitch of thef 0 to 2 f 0 in
experiment 3, occur at approximately the same lowest har-
monic number for both the 100- and 200-Hzf 0’s. These
results are consistent with the idea that relative frequency
relationships, such as those that govern harmonic resolvabil-
ity, underlie the different pitch percepts associated with com-
plexes containing low- and high-order harmonics~Houtsma
and Smurzynski, 1990; Carlyon and Shackleton, 1994;
Shackleton and Carlyon, 1994; Kaernbach and Bering,
2001!. If the change in pitch salience were due to absolute
frequency effects, as suggested by autocorrelation models
~Cariani and Delgutte, 1996; Carlyon, 1998!, the transition
should have occurred at the same absolute frequency, and not
the same harmonic number, for the twof 0’s.

B. Resolvability or harmonic number?

Taken together, the results from the experiments demon-
strate an interrelationship between harmonic number, resolv-
ability, and pitch. Specifically, the region around the 10th
harmonic appears to be important in defining transitions in

FIG. 6. Mean results from experiment 3, showing the percentage of trials
where subjects reported a dichotic complex to have a higher pitch than a
diotic complex with f 0 a factor of& higher. Error bars indicate plus or
minus one standard error of the mean across the individual subjects. For
lowest harmonic numberN,12, subjects nearly always identified the diotic
complex as ‘‘higher;’’ forN.15 subjects nearly always identified the di-
chotic complex as ‘‘higher.’’ The transition from 0% to 100% occurs at
approximately the same harmonic number for bothf 0’s tested.
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harmonic resolvability,f 0 discrimination, and pitch height, at
least for thef 0 range between 100 and 200 Hz. First, experi-
ment 1 showed that for diotic stimuli approximately the first
ten harmonics are resolved, while higher harmonics are un-
resolved. Second, consistent with Houtsma and Smurzynski
~1990!, experiment 2 showed that smallf 0 DLs require the
presence of harmonics below the 10th. Third, experiment 3
showed that a perceived pitch associated with thef 0 of the
combined binaural spectrum requires the presence of har-
monics below the 10th. Taken together, these three observa-
tions are consistent with the idea that complexes containing
resolved harmonics below the 10th yield fundamentally dif-
ferent pitch percepts from those containing only harmonics
above the 10th.

Consistent with earlier data from two-tone complexes
~Houtsma and Goldstein, 1972; Arehart and Burns, 1999!,
the interpretation that harmonic resolutionper seis respon-
sible for the changes in pitch perception is not supported by
the comparison of the diotic and dichotic results in experi-
ments 2 and 3. The additional resolved harmonics in the
dichotic case yield neither smallf 0 DLs in experiment 2, nor
a pitch match consistent with extraction of cues from a cen-
trally combined spectrum in experiment 3, both of which
would be expected if the shift from a salient spectral pitch to
a weak temporal pitch were due to harmonics becoming un-
resolved. For example, although a dichotic stimulus withN
515 contains resolved components, it yields poorf 0 dis-
crimination performance and an ambiguous pitch percept.
Thus, harmonic number, regardless of resolvability, seems to
underlie the changes in pitch perception.

C. Implications for pitch theories

‘‘Harmonic template’’ pitch theories propose that a pitch
detection mechanism codes the individual frequencies of the
peripherally resolved partials and compares them to an inter-
nally stored template to derive a pitch at thef 0 ~e.g., Gold-
stein, 1973; Terhardt, 1974, 1979!. The failure of these mod-
els to explain how periodicity information is extracted from
complexes containing only high-order harmonics has driven
an opposing view thatf 0 extraction is performed by a single
autocorrelation or similar mechanism that operates on all
harmonics, regardless of resolvability~Licklider, 1951, 1959;
Meddis and Hewitt, 1991a, b; Meddis and O’Mard, 1997; de
Cheveigne´, 1998!. Meddis and O’Mard~1997! have claimed
that their model accounts for the different pitch percepts as-
sociated with resolved and unresolved harmonic complexes,
due to the inherent differences in the result of the autocorre-
lation calculation for resolved versus unresolved harmonics,
although the validity of this claim has been put into doubt by
further analysis of their model~Carlyon, 1998!. Alterna-
tively, several studies have suggested that pitch may be
processed via two different mechanisms, a harmonic
template mechanism operating on resolved harmonics, and
a separate mechanism operating on the temporal envelope
resulting from unresolved harmonics~Houtsma and
Smurzynski, 1990; Carlyon and Shackleton, 1994; Shackle-
ton and Carlyon, 1994; Steinschneideret al., 1998; Grimault
et al., 2002!.

The results of experiment 2 argue against a pitch pro-
cessing mechanism that responds inherently differently to
unresolved versus resolved harmonics. With such a mecha-
nism, we would expectf 0 discrimination performance to im-
prove when normally unresolved harmonics are artificially
resolved under dichotic presentation, whereas experiment 2
showed thatf 0 discrimination performance was the same or
worse in the dichotic conditions. Therefore, any theory of
pitch perception must account for relative frequency effects
without relying on harmonic resolvability.

‘‘Temporal’’ theories could account for this relative fre-
quency effect if the autocorrelation in each channel were
constrained to be sensitive to a limited range of periodicities
relative to the inverse of the channel’s CF, thereby limiting
the range of harmonic numbers contributing to the pitch per-
cept ~Moore, 1982!. This modification would also need to
somehow account for a pitch derived from the temporal en-
velope for complexes containing only high-order compo-
nents. If this requirement could be met, the modified theory
would be consistent with the ambiguous pitch and elevated
f 0 DLs seen for dichotic complexes withN512 and N
515, which have relatively ineffective envelope cues~see
Sec. IV D!.

‘‘Place’’ theories could account for this relative fre-
quency effect if the templates that derive the pitch from low-
order harmonics were constrained to consist of only those
harmonics that arenormally resolved. This is consistent both
with the idea of harmonic templates learned from exposure
to harmonic sounds~Terhardt, 1974! and the more recent
proposal that templates for low-order harmonics may emerge
from any form of wideband stimulation~Shamma and Klein,
2000!. With this constraint, even though artificially resolved
harmonics~above the 10th and up to the 20th partial! are
available under dichotic presentation, the pitch processing
mechanism will be unable to utilize these additional resolved
harmonics since no template will have developed to match
them.

Even with this constraint, ‘‘harmonic template’’ theories
do not fully explain the results for dichotic complexes con-
taining artificially resolved harmonics. For these stimuli, we
would expect that the even harmonics in one ear would
match a template corresponding to 2f 0 , yielding f 0 DLs on
the order of those measured for complexes containing low-
order harmonics. While ambiguous pitch matches suggest
that listeners may sometimes perceive a pitch corresponding
to 2 f 0 for these dichotic complexes,f 0 DLs arelarger than
those for diotic complexes with the sameN. Apparently, the
presence of the odd harmonics in the opposite ear has a sub-
stantial detrimental effect onf 0 discrimination.

One possible explanation for these results postulates the
existence of inhibitory inputs to harmonic templates, tuned to
partials of subharmonics of thef 0 . Under normal circum-
stances, where all harmonics of a complex are present, such
inhibition might be useful in preventing erroneous pitch per-
cepts at multiples of thef 0 . According to this scheme, while
the resolved (mn)th partials of a complex~wherem and n
are integers! would facilitate a template for a pitch corre-
sponding ton times thef 0(n f0) of the complex, the remain-
ing resolved partials of the complex would inhibit this tem-
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plate. Thus, only the template for a pitch at thef 0 would
respond to the stimulus, yielding a pitch percept correspond-
ing to the f 0 and goodf 0 discrimination. For dichotic com-
plexes withN.10, templates for pitches corresponding to
n f0 would still be inhibited, but in this case the template for
a pitch corresponding to thef 0 , with a limited number of
harmonics represented, would not respond to the high-order
harmonics. With no template available, the pitch could only
be derived from temporal cues.

Another interpretation of the results is that the pitch is
extracted from a combined ‘‘central spectrum’’ representa-
tion ~Zurek, 1979! that prevents an independent pitch percept
derived from the input to one ear. The additionalperipherally
resolved components might not be available in the central
spectrum representation used to derive pitch. Listeners may
have been able to overcome this central fusion in hearing out
individual harmonics in experiment 1, but not when deriving
a pitch from the sum of components in experiments 2 and 3.
The nonmonotonic psychometric functions seen in some sub-
jects in experiment 1 may reflect an inability to overcome the
binaural fusion even in the ‘‘hearing out’’ task.

VI. SUMMARY AND CONCLUSIONS

In experiment 1 approximately twice as many harmonics
are resolved under dichotic as compared to diotic presenta-
tion, verifying that harmonic resolvability is not limited by
binaural interactions. A direct estimate of the limits of har-
monic resolvability indicated that approximately 9 and 11
harmonics are resolved for 100- and 200-Hzf 0’s, respec-
tively. The results from our direct measure, which minimizes
nonperipheral limitations by gating the target component on
and off, resolve the discrepancy between previous direct es-
timates that only five to eight harmonics are resolved
~Plomp, 1964!, and indirect estimates suggesting that ap-
proximately ten harmonics are resolved~Houtsma and
Smurzynski, 1990; Shackleton and Carlyon, 1994!.

In experiment 2, listeners were unable to utilize the ad-
ditional resolved harmonics available under dichotic presen-
tation for f 0 discrimination. This implies that the deteriora-
tion in f 0 DLs with increasing lower cutoff frequency is due
not to harmonics becoming unresolvedper se, but instead to
the increasing lowest harmonic number, regardless of resolv-
ability. This result suggests constraints to both ‘‘place’’ and
‘‘temporal’’ models of pitch perception. For a ‘‘harmonic
template’’ theory to account for the data, only those harmon-
ics that arenormally resolved should be represented in the
templates. For an ‘‘autocorrelation’’ theory to do so, the
range of periodicities to which the autocorrelation in each
channel is sensitive should be CF-dependent~Moore, 1982!.

The results of experiments 2 and 3 are consistent with a
two-mechanism model of pitch perception~e.g., Carlyon and
Shackleton, 1994!. When harmonics below the 10th are
present, a harmonic template mechanism is able to extract
pitch from the resolved components, yielding smallf 0 DLs
and a pitch consistent with spectral cues. When only harmon-
ics above the 10th are present, the auditory system relies on
temporal envelope cues for pitch extraction, regardless of
resolvability, yielding some ambiguous pitch percepts for di-
chotic complexes, and poorf 0 discrimination performance in

all cases. A temporal model, constrained as described above,
may nevertheless be able to account for these results within
the framework of a single autocorrelation mechanism.
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1Viemeister and Bacon~1982! found that a component whose onset is de-
layed relative to the remaining component produced more forward masking
than when the entire complex is gated synchronously. Even if this ‘‘en-
hancement’’ effect can be thought of as ‘‘amplifying’’ the representation in
a subset of auditory nerve fibers, this should not have any effect on periph-
eral resolvability, as the signal-to-noise ratio within that population would
be unaffected. In fact, physiological enhancement of the response to a com-
ponent of a harmonic complex with delayed onset time has been found in
the cochlear nucleus~Scutt et al., 1997! but not in the auditory nerve
~Palmeret al., 1995! of the guinea pig.

2The temporal waveform for several harmonics of a sine-phase complex that
fall in one auditory filter is click-like, with brief peaks occurring at intervals
of the f 0 , separated by low-level epochs. Eliminating a spectrally unre-
solved harmonic component~i.e., adding it out of phase! will result in that
component appearing during the low-level epochs, thereby allowing the
detection of the subtracted component’s frequency by ‘‘listening in the
valleys,’’ or ‘‘dip listening’’ ~Duifhuis, 1970!. Since random-phase com-
plexes generally have much flatter temporal envelopes and are not condu-
cive to listening in the valleys~Alcántara and Moore, 1995!, this greatly
reduced the possibility of dip listening.

3In fact, the combined randomizations ensured that, for a givenf comp, the
probability that the frequency of the target harmonic was higher thanf comp

was approximately equal to the probability of it being lower~except when
f comp, f targ when the lowest target component was tested orf comp. f targ

when the highest target component was tested!, so that subjects were pre-
vented from answering correctly based only on the frequency of the com-
parison tone.
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An acoustic pointing task was used to determine whether interaural temporal disparities~ITDs!
conveyed by high-frequency ‘‘transposed’’ stimuli would produce largerextents of lateralitythan
ITDs conveyed by bands of high-frequency Gaussian noise. The envelopes of transposed stimuli are
designed to provide high-frequency channels with information similar to that conveyed by the
waveforms of low-frequency stimuli. Lateralization was measured for low-frequency Gaussian
noises, the same noises transposed to 4 kHz, and high-frequency Gaussian bands of noise centered
at 4 kHz. Extents of laterality obtained with the transposed stimuli were greater than those obtained
with bands of Gaussian noise centered at 4 kHz and, in some cases, were equivalent to those
obtained with low-frequency stimuli. In a second experiment, the general effects on lateral position
produced by imposed combinations of bandwidth, ITD, and interaural phase disparities~IPDs! on
low-frequency stimuli remained when those stimuli were transposed to 4 kHz. Overall, the data
were fairly well accounted for by a model that computes the cross-correlation subsequent to known
stages of peripheral auditory processing augmented by low-pass filtering of the envelopes within the
high-frequency channels of each ear. ©2003 Acoustical Society of America.
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I. INTRODUCTION

We have recently reported~Bernstein and Trahiotis,
2002! that the relatively poor sensitivity to changes in ongo-
ing interaural temporal disparities~ITDs! often measured
with high-frequency signals~e.g., Klumpp and Eady, 1956;
Zwislocki and Feldman, 1956; McFadden and Pasanen,
1976; Neutzel and Hafter, 1976; Henning, 1980; Bernstein
and Trahiotis, 1982, 1994; Blauert, 1983! can be mitigated
by the use of specially constructed high-frequency ‘‘trans-
posed’’ stimuli. As described by van de Par and Kohlrausch
~1997!, transposed stimuli are designed with the goal of pro-
viding the high-frequency channels of the binaural auditory
system withenvelope-basedinputs that, other things being
equal, essentially mimicwaveform-basedinputs normally
available in low-frequency channels.

The principal conclusion from our previous study was
that the relatively poor resolution of ITDs typically observed
with conventional high-frequency stimuli was not attribut-
able to a general insensitivity to ITD of the high-frequency
channels of the binaural processor. Rather, in accord with a
hypothesis first advanced by Colburn and Esquissaud~1976!,
it appeared that frequency-related differences in sensitivity to
ongoing ITDs resulted primarily from properties of the tem-
poral signatures of the ‘‘internal’’ stimuli that are produced
by peripheral rectification and low-pass filtering.

It is also the case that previous studies with conventional
high-frequency stimuli have shown that the functions relat-

ing extent of laterality~displacement of the intracranial im-
age from midline! to ITD are typically much more shallow
than those measured with low-frequency stimuli~e.g.,
Blauert, 1982; Bernstein and Trahiotis, 1985b!. Said differ-
ently, for a given ITD, intracranial images produced by con-
ventional high-frequency stimuli are perceived to be much
closer to the midline than are intracranial images produced
by low-frequency stimuli.

The purpose of this study was to determine whether
ITDs conveyed by high-frequency transposed stimuli would
also result in largerextents of lateralitythan those obtained
with conventional high-frequency stimuli. At the outset, it
was not clear whether the greatersensitivityto ITD measured
with transposed stimuli would translate to there being greater
ITD-based extents of laterality for transposed stimuli. Con-
sequently, we conducted a limited series of pilot studies to
determine whether high-frequency, transposed stimuli would,
indeed, produce large extents of ITD-based laterality. The
results of the pilot studies were positive in that they indicated
that high-frequency transposed stimuli~1! can yield larger
extents of laterality than do conventional high-frequency
stimuli and~2! can yield extents of laterality of comparable
magnitude to those produced by conventional low-frequency
stimuli.

Consequently, a formal investigation was undertaken in
which an acoustic pointing task was used to measure extents
of laterality produced by~1! low-frequency narrow-band,
Gaussian noise;~2! low-frequency narrow-band Gaussian
noise transposed to 4 kHz; and~3! high-frequency narrow
bands of Gaussian noise centered at 4 kHz. The larger set ofa!Electronic mail: les@neuron.uchc.edu
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data, reported here, confirmed that high-frequency trans-
posed stimuli do, indeed, yield extents of laterality that are
greater than those produced by conventional high-frequency
stimuli and, depending on the particular stimulus condition,
are equivalent to those produced by conventional low-
frequency stimuli. In addition, a second experiment revealed
that the general effects on lateral position produced by im-
posed combinations of bandwidth, ITD, and interaural phase
disparities~IPDs! on low-frequency stimuli remained when
those stimuli were transposed to 4 kHz.

II. EXPERIMENT 1

A. Stimuli and procedures

High-frequency transposed bands of noise were gener-
ated by employing a technique similar to that described by
van de Par and Kohlrausch~1997!. The general technique,
which was also used by Bernstein and Trahiotis~2002!, is
illustrated in Fig. 1~a!. First, the time-domain representation
of a low-frequency band of Gaussian noise was~linearly!

half-wave rectified by setting all negative values to zero. The
rectified waveform was then transformed to the frequency-
domain and the magnitudes of components above 2 kHz
were filtered out by setting them to zero. Then, the signal
that resulted was transformed back to the time-domain~top
row! and multiplied by a 4-kHz sinusoidal ‘‘carrier’’~middle
row!. The product~bottom row! was a high-frequency trans-
posed stimulus having an envelope whose time signature
mimicked that of the rectified and filtered low-frequency
band of noise. It is important to understand that had the
rectified waveform not been low-pass filtered, then its spec-
trum, as well as the spectrum of the transposed stimulus,
would have been essentially unbounded and might have been
able to provide low-frequency channels with useful binaural
information.

As discussed by Bernstein and Trahiotis~2002!, if one
assumes~1! that whatever form of ‘‘rectification’’ that occurs
in the peripheral auditory system removes all, or essentially
all, of the negative portions of the external waveform and~2!
that the cutoff of internal low-pass filtering is substantially

FIG. 1. ~a! Schematic representation of the method
used to generate transposed stimuli.~b! Power spectrum
of a Gaussian noise (CF5125 Hz;BW525 Hz) trans-
posed to 4 kHz~see text!.
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below 2 kHz, then one would expect, all other things being
equal, that the internal, neural pattern of activity would be
the same for our low-frequency stimuli and their high-
frequency, transposed counterparts. Both assumptions are
supported by numerous physiological data and analyses~e.g.,
Rose et al., 1967; Bruggeet al., 1969; Johnson, 1980;
Palmer and Russell, 1986!.

As discussed by Bernstein and Trahiotis~2002!, there
are two other lines of evidence that attest to the suitability of
the overall procedure used to yield the desired stimuli. First,
we previously verified via computer simulations that em-
ploying a low-pass cutoff of 2 kHz had, at most, negligible
effects on the envelopes of the transposed stimuli. These
negligible effects are manifest as the almost imperceptible
ripples in the ‘‘flat’’ portions of the waveform depicted in the
top trace of Fig. 1~a!. Second, van de Par and Kohlrausch
~1997! have shown that restricting the spectra of transposed
stimuli in a similar manner such that only three or five cen-
tral components remained did not adversely affect improve-
ments in binaural detection thresholds. Thus, it appears that
the transposition technique yields physical stimuli,per se,
that fulfill our requirements.

Figure 1~b! displays a portion of the power spectrum of
one of the transposed stimuli used in the experiment. In this
case, a 25-Hz-wide band of Gaussian noise centered at 125
Hz was transposed to 4 kHz. For this example, the technique
results in the presence of sidebands centered at 40006125,
6250, 6500, 6750, 61000, 61250, 61500, 61750,
62000 Hz. Only the sidebands having amplitudes within 50
dB of the amplitude at the center frequency are shown. Note
that the vast majority of the power in this stimulus is con-
tained within the region between 3750 and 4250 Hz. Thus,
the energy in the transposed stimulus occurs over a broader
spectral region than does the energy in either its 25-Hz-wide
low-frequency counterpart or the energy in a conventional
25-Hz-wide conventional band of Gaussian noise centered at
4 kHz. As will be seen when the data are presented and
discussed, the differential effects among the stimuli in terms
of the extent of laterality produced by the ITDs conveyed by
themcannotbe accounted for by their differences in spectral
extent,per se.

All three types of stimuli ~low- and high-frequency
bands of Gaussian noise and high-frequency transposed
stimuli! were generated digitally with a sampling rate of 20
kHz ~TDT AP2!, were low-pass filtered at 8.5 kHz~TDT
FLT2!, and were presented via Etymotic ER-2 insert ear-
phones at a level matching 72 dB SPL as produced by
TDH-39 earphones in a 6-cc coupler.1 The center frequency
of the conventional bands of noise was 125, 250, or 4000 Hz.
Bandwidth was 25, 50, 100, 200, or 400 Hz, depending on
center frequency. For the center frequencies of 125, 250, and
4000 Hz, the largest of the bandwidths employed was 200,
400, and 400 Hz, respectively. The transposition method
~i.e., rectification, filtering, and multiplication! was applied
to each of the bands of noise centered at 125 and 250 Hz in
order to construct the set of transposed stimuli centered at
4000 Hz. For all three types of stimuli, ongoing ITDs~0,
200, 400, 600, 800, and 1000ms, left ear leading! were im-
posed by applying linear phase shifts to the representation of

the signals in the frequency domain and then gating the sig-
nals destined for the left and right ears coincidentally, after
transformation to the time-domain.

Extents of laterality were measured for four normal-
hearing young adult listeners~one male and three female! via
an acoustic pointing task in which the listeners varied the
interaural intensitive difference~IID ! of a 200-Hz-wide band
of noise centered at 500 Hz~the pointer! so that it matched
the intracranial position of a second, experimenter-
controlled, stimulus~the target!. This procedure has been
used previously in several studies~e.g., Trahiotis and Stern,
1989; Buellet al., 1991; Heller and Trahiotis, 1996! and is
described fully in Bernstein and Trahiotis~1985a!. The
pointer was generated in a manner similar to that described
above and its overall level, when presented diotically (IID
50), was 65 dB SPL. Listeners adjusted the intracranial
position of the pointer by rotating a knob. Rotation of the
knob produced symmetric changes of the IID~in dB! of the
pointer ~i.e., increases in level at one ear and decreases in
level at the other ear!. The IID adjusted by the listener served
as a metric of the intracranial position of the target. An arbi-
trary and randomly chosen value of the IID was inserted in
the pointer prior to each match. This served to randomize the
initial position of the pointer with respect to the absolute
position of the knob. Each sequence of stimuli consisted of
three presentations of the target~each separated by 200 ms!,
a pause of 300 ms, three presentations of the pointer~each
separated by 200 ms!, and a pause of 600 ms. The duration
of target and pointer stimuli was 100 ms including 20-ms
cos2 rise/decay ramps.

Targets and pointers were repeated until the listeners in-
dicated that they had matched the intracranial positions of
the target and pointer. Prior to completing a match, listeners
had the option of halting, and then restarting, the sequence in
order to ‘‘check’’ their adjustments after a period of silence.

All of the aforementioned stimulus conditions were vis-
ited in random order. Having chosen a particular stimulus
condition as the target, a random process was used to select
a value of ITD from the set to be tested until the listeners had
completed three independent matches for each value of ITD.
Within each series of matches to a particular target, three
matches were also made when the target was presented di-
otically. The mean IID inserted by the listener to match these
diotic targets was typically about 1 dB or so and served as a
‘‘correction factor.’’ That is, it was subtracted from the IIDs
resulting from all the matches in the run. Finally, all of the
stimulus conditions~targets! were revisited in reverse order
and the data reported in the figures represent the mean ‘‘cor-
rected’’ value of IID of the pointer across the six matches
made by each listener for a particular combination of target
and ITD.

Additional, ‘‘control’’ data were obtained to evaluate the
possibility that listeners’ matches for high-frequency trans-
posed stimuli were influenced or depended upon distortion
products present in low-frequency regions. For that purpose,
three of the listeners remade matches using the procedure
described above and, separately, in the presence of a continu-
ous diotic noise low-pass filtered at 1300 Hz~N0 equivalent
to 30 dB SPL; see, for example, Nuetzel and Hafter, 1976,
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1981; Bernstein and Trahiotis, 2002!. In the latter case, the
pointer was a 200-Hz-wide band of noise centered at 4 kHz.
In short, the data obtained with and without the continuous
low-pass noise were, for practical purposes, identical. There-
fore, the advantage of being able to compare directly the data
obtained in this experiment to our previous studies by em-
ploying the same acoustic pointing procedure as before ap-
pears to carry no cost.

B. Results and discussion

Each panel in Fig. 2 displays the mean IID of the pointer
~taken across the four listeners! as a function of the ITD
imposed on the target. The positive values along the ordinate
indicate IIDs favoring the left~leading! ear. For purposes of
comparison, data obtained using three stimulus conditions
are displayed within each panel. The closed squares~left
column! represent data obtained with bands oflow-frequency
Gaussiannoise centered at 125 Hz and the open squares
~right column! represent data obtained with bands oflow-
frequency Gaussiannoise centered at 250 Hz. The bandwidth
of each low-frequency noise is indicated at the top left of
each panel.

The triangles within each panel represent data obtained
when the respective low-frequency Gaussian noises were
transposed to 4 kHz. The circles represent lateralization data
obtained with high-frequency conventional bands of Gauss-
ian noise centered at 4 kHz. The bandwidths of those high-
frequency Gaussian noises are indicated at the upper left of
each panel. For purposes of comparison, the data obtained
with high-frequency, conventional bands of Gaussian noise
are plotted twice, once in each column.

For example, in the top-left panel, the closed squares
represent the data obtained with a 25-Hz-wide band of
Gaussian noise centered at 125 Hz, the closed triangles rep-
resent the data obtained with a 25-Hz-wide band of Gaussian
noise centered at 125 Hz that was transposed to 4 kHz, and
the circles represent data obtained with a 25-Hz-wide band
of Gaussian noise centered at 4 kHz. In the top-right panel,
the closed squares represent the data obtained with a 25-Hz-
wide band of Gaussian noise centered at 250 Hz, and the
closed triangles represent the data obtained with a 25-Hz-
wide band of Gaussian noise centered at 250 Hz that was
transposed to 4 kHz. The circles are replotted from the top-
left panel and represent data obtained with a 25-Hz-wide
band of Gaussian noise centered at 4 kHz.

In order to present most clearly the important trends
among the data, no error bars are shown. Rather, the relative
precision of the measurements will be discussed below in
terms of the amounts of variance accounted for by the inde-
pendent variables. Suffice it to say that the trends in the
averaged data are truly representative of the data obtained
both within and across listeners.

Three major outcomes are readily apparent. First, the
extents of laterality obtained with both the ‘‘125-Hz’’ and
‘‘250-Hz’’ transposed stimuli centered at 4 kHz~left and
right columns, respectively! are much greater than those ob-
tained with bands of Gaussian noise centered at 4 kHz. Sec-
ond, when the low-frequency Gaussian noise was centered at
125 Hz, it and its transposed counterpart produced extents of

laterality that were highly similar and, in many cases, essen-
tially equivalent. Third, when the low-frequency Gaussian
noise was centered at 250 Hz, its transposed counterpart pro-
duced somewhat smaller extends of laterality than did the
low-frequency Gaussian noise itself. In fact, those extents of
laterality were also smaller than those obtained with the
‘‘125-Hz’’ transposed stimuli. The somewhat smaller extents
of laterality obtained with the 250-Hz transposed stimuli ap-
pear to be consistent with and, perhaps related to, our recent
finding that threshold-ITDs obtained with 256-Hz tones
transposed to 4 kHz are larger than those obtained with
128-Hz tones transposed to 4 kHz~Bernstein and Trahiotis,
2002!.

It should be emphasized, however, that quite substantial
extents of laterality were produced by the ‘‘250-Hz’’ trans-
posed stimuli when the larger ITDs were imposed. For ex-
ample, looking across the different bandwidths, the intracra-
nial images produced by an ITD of 600ms, a value which
approaches the maximum ITD encountered by human listen-
ers in a natural environment, were matched by acoustic
pointer IIDs of 1261 dB. IIDs of this magnitude are well
known to produce intracranial images far toward or at the ear
~e.g., Watson and Mittler, 1965; Yost, 1981!. It is also the
case that IIDs larger than about 12 dB have been reported to
produce only small, albeit reliable, increases in extent of lat-
erality ~Trahiotis and Bernstein, 1986!. As IID is increased
from 0 to 12 dB, the position of the intracranial image
changes essentially linearly from midline to very near the
more intense ear. Taken together, these findings support the
position that differences in pointer IID measured with the
250-Hz-centered low-frequency stimuli and their transposed
counterparts with large ITDs are not indicative of large
changes in extent of laterality.

In order to compare the relative potency of transposed
stimuli centered at 4 kHz and bands of Gaussian noise cen-
tered at 4 kHz, the most conservative approach is to use as a
standard of comparison the extends of laterality produced by
the 400-Hz-wide band of Gaussian noise. This is so because
it has been shown that ITD-based extents of laterality pro-
duced by bands of Gaussian noise centered at 4 kHz are
relatively constant for bandwidths of 400 Hz and greater
~Trahiotis and Bernstein, 1986!. Therefore, this strategy has
the advantage of precluding what may be ‘‘unfair’’ compari-
sons between the~smaller! extents of laterality produced by
narrower bands of noise centered at 4 kHz. Comparisons
among the data in Fig. 2 clearly indicate that transposed
stimuli centered at 4 kHz produce extents of laterality that
~1! are greater than those produced by even the 400-Hz-wide
band of Gaussian noise centered at 4 kHz and~2! can be as
great as those produced by Gaussian bands of noise centered
at 125 Hz. Both of these outcomes appear to indicate that
when high-frequency transposed stimuli convey an ITD, its
potency is enhanced relative to when that ITD is conveyed
by conventional high-frequency stimuli.

The data in Fig. 2 obtained with the low-frequency
Gaussian noises and their transposed counterparts were
subjected to a four-factor~type of stimulus@low-frequen-
cy noise, transposed counterpart# 3 center frequency@125,
250 Hz# 3 bandwidth @25, 50, 100, 200 Hz# 3 ITD
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FIG. 2. IID of the pointer~in dB! required to match the intracranial position of the target as a function of the ITD~left ear leading! of the target. The data
points represent the mean values computed across the four listeners. The positive values along the ordinate indicate IIDs favoring the left~leading! ear. The
parameter within each plot is the type of stimulus employed. Squares represent data obtained with the indicated bandwidth of low-frequency Gaussiannoise;
triangles represent data obtained when that low-frequency noise was transposed to 4 kHz; circles represent data obtained with Gaussian noises of theindicated
bandwidth centered at 4 kHz. Panels on the left contain data for low-frequency noises centered at 125 Hz; panels on the right contain data for low-frequency
noises centered at 250 Hz.
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@0, 200, 400, 600, 800, 1000ms# ! within-subjects, analysis
of variance. In addition, the proportion of variance accounted
for (v2) was determined for each significant main effect and
interaction~Hays, 1973!. Both the data obtained with a band-
width of 400 Hz and the data obtained with the Gaussian
bands of noise centered at 4 kHz were not included in the
analysis. The former were omitted in order to make the sta-
tistical analysis completely factorial. The latter were omitted
because the goal was to conduct a statistical analysis that
compared extents of laterality produced by high-frequency
transposed stimuli with extents of laterality produced by
their low-frequency counterparts.

The error terms for the main effects and for the interac-
tions were the interaction of the particular main effect~or the
particular interaction! with the subject ‘‘factor’’ ~Keppel,
1973!. In order to remove interlistener differences~i.e., ‘‘bi-
ases’’! in the overall use of the acoustic pointer, we normal-
ized the data. This was done, listener-by-listener, by dividing
the IID of the pointer obtained for each stimulus condition
by the value of IID required to match the 200-Hz-wide band
of Gaussian centered at 250 Hz having an ITD of 1000ms.
While any of the stimuli could be used as the reference for
normalization, that particular stimulus was chosen because it
consistently produced, both within and across listeners, very
large extents of laterality. The reasoning was that a stimulus
that produces large extents of laterality would be one that
could most clearly reveal differences among the listeners in
their use of the acoustic pointer.

Consistent with visual evaluation of the data, the main
effect of ITD was highly significant@F(5,15)569.13, p
,0.0005,v250.75] and accounted for 75% of the variabil-
ity of the data. The main effect of stimulus type~Gaussian
noise or transposed noise! only approached significance
@F(1,3)58.4, p50.0629, v250.04], but did account for
3.5% of the variability in the data. Although the main effect
of stimulus type was not significant, the interaction of center
frequency by stimulus type was significant@F(1,3)535.91,
p50.009, v250.006] but only accounted for 0.6% of the
variability in the data. This outcome provides statistical vali-
dation to the conclusion reached by visual inspection of the
data that differences in extent of laterality produced by the
bands of Gaussian noise and their high-frequency transposed
counterparts are smaller at 125 Hz than at 250 Hz. The in-
teraction of stimulus type by ITD was also significant
@F(5,15)54.15,p50.015,v250.009# but accounted for
only 0.9% of the variability in the data. This outcome con-
firms statistically the observation that the differences found
between the effects produced by low-frequency bands of
Gaussian noise and their high-frequency transposed counter-
parts depend upon the magnitude of the ITD. These two
interactions must be interpreted in light of the fact that the
triple interaction of center frequency by stimulus type by
ITD was also significant @F(5,15)54.11,p50.015,
v250.002# but only accounted for 0.2% of the variability in
the data. The significance of the triple interaction means that
the differences found between the effects produced by the
low-frequency bands of Gaussian noise and their high-
frequency transposed counterparts at the different ITDs de-
pend upon center frequency. None of the other main effects

or interactions reached statistical significance. The total pro-
portion of variability in the data accounted for by the inde-
pendent variables was 82% with 75% of the variance ac-
counted for by ITD. Based on all of these numerical
outcomes and visual inspection of the data, we conclude that
high-frequency transposed stimuli produce extents of lateral-
ity that are substantial and comparable to those produced by
low-frequency Gaussian noises.

III. EXPERIMENT 2

Measures of ITD-based extents of laterality obtained
with low-frequency stimuli have revealed that across-
frequency consistency of interaural timing information can
influence greatly the intracranial position of acoustic images
~e.g., Jeffress, 1972; Sternet al., 1988; Trahiotis and Stern,
1989; Shackletonet al., 1992; Buellet al., 1994; Stern and
Trahiotis, 1998; Trahiotiset al., 2001!. Stern and his col-
leagues~e.g., Sternet al., 1988; Stern and Trahiotis, 1992,
1998! have discussed how across-frequency effects on later-
alization can be accounted for within interaural cross-
correlation models of binaural processing. Their explanation
rests upon two aspects of a putative internal representation of
the binaural stimuli. One aspect is termed ‘‘straightness.’’ It
refers to the extent to which maxima of the internal interau-
ral cross-correlation of the stimuli are consistent in that they
occur at the same internal delay over a range of frequencies.
The second aspect, termed ‘‘centrality,’’ refers to the extent
to which maxima of the cross-correlation function are lo-
cated at internal delays of small magnitude~i.e., near mid-
line!.

Within this conceptual framework, straightness and cen-
trality are cast as two, sometimes conflicting, weighting
functions that determine the relative salience of individual
peaks of the cross-correlation function. The relative influ-
ences of straightness and centrality can be understood by
considering the intracranial position of acoustic images pro-
duced by stimuli that have a constant value of ITD but differ
in bandwidth.

To illustrate such effects, Fig. 3 represents trajectories of
the peaks of the internal interaural cross-correlation function
for bands of Gaussian noise centered at 250 Hz for values of
internal delay between64.0 ms. In what follows, combina-
tions of ITD and interaural phase disparity~IPD! refer to the
single value of ITD and the single value of IPD that were
applied to all spectral components of any given bandwidth of
noise. The top panel represents the condition when the band-
width of the noise is 25 Hz and the stimulus has an ongoing
ITD of 3.0 ms favoring the right ear. That ITD is equal to
three-quarters of the period of the 250-Hz center frequency
and produces peaks of activity in the cross-correlation func-
tion at an internal delay of 3.0 ms,21.0 ms, and other
‘‘slipped cycles’’ of the spectral components of the 25-Hz-
wide band of noise that would occur at internal delays with
magnitudes greater than those depicted.

This 25-Hz-wide band of noise produces an intracranial
image that is heard far toward theleft ~lagging! side of the
head in accord with the activity at21.0 ms. This stimulus
condition represents a case in which centrality carries the
greatest weight in determining lateral position because the
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activity at 21.0 ms ~which is closer to the midline! out-
weighs the activity at the ‘‘true’’ delay of 3.0 ms.

The middle panel of Fig. 3 depicts the case when the
bandwidth of the noise is increased to 400 Hz. In this case,
across-frequency consistency is evident within the cross-
correlation function as an extended straight vertical line at
the true delay of 3.0 ms. Concomitantly, the trajectory pass-
ing through21.0 ms exhibits ‘‘curvature’’ in that it spans a
very large range of internal delay in a frequency-dependent
manner. Also note the appearance of a third trajectory at the
upper-left portion of the panel. This slipped-cycle trajectory
also exhibits curvature over a large range of internal delay.
This stimulus is lateralized far toward theright ~leading! side
of the head, consistent with the notion that the straight activ-
ity at an internal delay of 3.0 ms dominates perception.

The bottom panel of Fig. 3 depicts the cross-correlation
function when the bandwidth of the noise remains 400 Hz
and an IPD of 270° is imposed on the noise, rather than an
ITD of 3.0 ms. At the 250-Hz center frequency of the noise,
an IPD of 270° is equivalent to an ITD of 3.0 ms. Because
this is so, the values of internal delay at 250 Hz, the center
frequency of the noise, are the same in all three panels of the
figure. That is, the trajectories for an IPD of 270° are ‘‘an-
chored’’ at the same positions as are the trajectories in the
upper two panels for an ITD of 3.0 ms.

This 400-Hz-wide band of noise is lateralized toward the
left side of the head. As can be seen from the figure, the only

region within the cross-correlation function that is more or
less straight occurs along the trajectory anchored at21.0 ms
and between about 250 and 450 Hz. Within our theoretical
framework, this region would be expected to dominate per-
ceived laterality because it is both the straightest and most
central portion of the cross-correlation function.

It seemed natural and important to determine whether
manipulations of ITD and IPD conveyed by the envelopes of
high-frequency transposed stimuli would produce effects on
perceived laterality that are similar to those observed with
low-frequency stimuli. Beyond their empirical value, such
data could provide valuable theoretical insights concerning
the mechanisms underlying howhigh-frequency envelope-
based binaural information is processedvis a vis low-
frequency, waveform-basedinformation. In order to obtain
the necessary data, we used the same acoustic pointing task
that was used in experiment 1 with the same four listeners.

It will be seen that manipulations of ITD and IPD within
the envelopes of high-frequency transposed stimuli can, in-
deed, produce changes in lateralization that are very much
like those observed with conventional low-frequency bands
of noise. It will also be seen that, despite that similarity, a
satisfactory theoretical account of the data appears to require
different sorts of central processing of the pattern of activity
within low versus high spectral regions.

A. Stimuli

The stimuli that served as targets in the acoustic pointing
task were either~1! low-frequency bands of Gaussian noise
centered at 250 Hz and having bandwidths of 25, 50, 100,
200, or 400 Hz or~2! such noises transposed to 4 kHz. In one
low-frequency stimulus condition, the noise carried an ITD
of 3.0 ms favoring the left ear and an IPD of 0°. In a second
low-frequency stimulus condition, the noise carried an ITD
of 0 ms and an IPD of 270° that favored the left ear. The
high-frequency stimuli were centered at 4 kHz and were the
transposed counterparts of the low-frequency stimuli. All
other details of the generation of the stimuli and their pre-
sentation were the same as those described under experiment
1.

B. Results and discussion

Figure 4 is a plot of the mean IID of the pointer~taken
across the four listeners! as a function of the bandwidth of
the targets. The standard errors of the measures were typi-
cally less than 2.5 dB and never exceeded 5.5 dB. The pa-
rameter of the plot is the stimulus condition. Data obtained
with low-frequency Gaussian noises are represented by open
symbols and data obtained with their transposed counterparts
are represented by closed symbols.

We begin with the data obtained with low-frequency
bands of Gaussian noise having an ITD of 3.0 ms and an IPD
of 0° ~open squares!. When the bandwidth was either 25 or
50 Hz, the mean IID of the pointer was about216 dB, in-
dicating an intracranial image far toward the right~lagging!
ear. As bandwidth was increased, pointer IIDs became pro-
gressively and dramatically less negative. The data clearly
indicate that, as bandwidth was increased, the intracranial
position of the acoustic image moved away from the lagging

FIG. 3. Trajectories of the peaks of the internal interaural cross-correlation
function for bands of Gaussian noise centered at 250 Hz. The three panels
depict the trajectories for three combinations of bandwidth, ITD, and IPD.
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ear, crossed the midline and, once the bandwidth reached 400
Hz, was essentially fully lateralized toward the leading~left!
ear. In contrast, when the same bandwidths of Gaussian noise
had an ITD of 0 ms and an IPD of 270°~open triangles!, the
mean pointer IID was about218 dB or so for all band-
widths, indicating intracranial images very far toward the
right ear. The pattern of these low-frequency data, obtained
at a center frequency of 250 Hz, replicate the ‘‘straightness/
centrality’’ effects reported by Trahiotis and Stern~1989! for
bands of noise centered at 500 Hz.

The patterning of the data obtained with the transposed
stimuli shows the same trends as the patterning of their low-
frequency counterparts. One difference between the two sets
of data is that the transposed versions of the noises having an
ITD of 0 ms and an IPD of 270°~closed triangles! are not
lateralized quite as far toward the lagging~right! ear as are
the low-frequency bands of Gaussian noise.

The principal finding is, however, that the effects on
lateral position brought about by imposing combinations of
bandwidth, ITD, and IPD on low-frequency stimuli were
also exhibited when such stimuli were transposed to 4 kHz.
One might conclude from this that straightness and centrality
along the internal cross-correlation surface influence lateral
position in much the same manner for high-frequency trans-
posed stimuli and low-frequency bands of noise. This is not
necessarily true, as will become clear when the data are dis-
cussed further in Sec. IV A.

IV. ACCOUNTING FOR THE DATA

The primary objective of the theoretical analysis was to
determine whether the observed extents of laterality could be

accounted for by a correlation-based model that incorporates
physiologically valid stages of peripheral processing. That
type of model has been used to provide quantitative predic-
tions for binaural detection, discrimination, and lateralization
data ~e.g., Bernstein and Trahiotis, 1996; Bernsteinet al.,
1999; Trahiotiset al., 2001; Bernstein and Trahiotis, 2002!.
The first stage of peripheral processing was bandpass filter-
ing implemented via a bank of Gammatone filters~see
Pattersonet al., 1995!. For purposes of computational effi-
ciency, the center frequencies of the filters ranged from 25 to
2000 Hz for stimuli centered at 125 and 250 Hz and ranged
from 2000 to 8000 Hz for stimuli centered at 4000 Hz. The
center frequencies of the filters were spaced in terms of their
respective equivalent-rectangular bandwidths@according to
Glasberg and Moore’s~1990! ‘‘ERB’’ function # with the den-
sity of the filterbank being four filters per ERB. The output
of each filter was subjected to ‘‘envelope compression’’
(exponent50.23), square-law rectification, and low-pass fil-
tering at 425 Hz to capture the loss of neural synchrony to
the fine-structure of the stimuli that occurs as the center fre-
quency is increased~for details, see Bernsteinet al., 1996!. A
stage of additional low-pass filtering at 150 Hz was imposed
on the outputs of the high-frequency filters in order to cap-
ture a ‘‘rate limitation’’ that serves to ‘‘smooth’’ the fluctua-
tions of their envelopes. Bernstein and Trahiotis~2002! have
recently discussed several instances in which this rate limi-
tation appears to operate and, further, they demonstrated how
incorporating such a stage of low-pass filtering within the
model was necessary in order to predict threshold-ITDs for
high-frequency conventional and transposed stimuli.

The central binaural processor was implemented by gen-
erating cross-correlograms~i.e., cross-correlation surfaces!
with one dimension representing frequency in steps defined
by the density of the aforementioned filterbanks and a second
dimension representing values of delay~t! spanning the
range23500 to 3500ms in 12.2-ms steps. The third dimen-
sion ~height! was the value of the cross-products integrated
over the 100-ms duration of the stimuli.

Predicted laterality was determined by computing the
across-frequency average of the cross-correlogram and locat-
ing the value oft associated with the most central peak of
activity, i.e., the peak that was closest to the midline (t
50). This choice was based on the knowledge that, all other
things being equal, peaks of the cross-correlation function
that are closest to midline dominate perceived lateral posi-
tion ~e.g., Sternet al., 1988!. Examination of the cross-
correlation functions revealed that the most central peak was,
with very few exceptions, also the peak of the average cor-
relogram that had the greatest magnitude. Consequently, the
evaluation of the ability of the model to predict the data does
not depend critically upon the choice of the most central
peak as the decision variable.

A. Predictions of extents of laterality

Ten independent tokens of each combination of type of
stimulus, bandwidth, and ITD used in experiment 1 served as
inputs to the model. The output of the model for each token
was an estimate of the position of the most central peak of
activity in the across-frequency averaged correlogram. The

FIG. 4. IID of the pointer~in dB! required to match the intracranial position
of the target as a function of the bandwidth of the target. The data points
represent the mean values computed across the four listeners. Positive val-
ues along the ordinate indicate IIDs favoring the left~leading! ear; negative
values indicate IIDs favoring the right~lagging! ear. The parameter of the
plot is the type of stimulus employed. Open symbols represent data obtained
with Gaussian noises centered at 250 Hz; closed symbols represent data
obtained with their transposed counterparts centered at 4 kHz. Squares rep-
resent ITD/IPD combinations of 3000ms/0°; triangles represent ITD/IPD
combinations of 0ms/270°.
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ten independent estimates obtained for each combination of
type of stimulus, bandwidth, and ITD were averaged to yield
a single prediction of the model for that stimulus. The pre-
dictions were in units oft ~internal delay!.

In order to compare the predictions of the model to the
empirical data, it was necessary to relate the ‘‘raw’’ predic-
tions from the model, which were in units oft, to units of
IID of the acoustic pointer. In order to derive the required
relation, we used the 25 and 200-Hz-wide bands of Gaussian
centered at 125 and 250 Hz. For each combination of center
frequency~125 or 250 Hz!, bandwidth~25 or 200 Hz!, and
ITD ~0 to 1000ms in steps of 200ms!, the model’s predicted
value of t was paired with the mean IID~in dB! of the
pointer required by the listeners to match the intracranial
position of that particular stimulus. That is, we assembled
corresponding pairs of predictedt and IID of the pointer for
the 24 stimulus conditions of interest (2 CFs32 bandwidths
36 values of ITD). Next, we found the exponential of the
form IID(dB)5a(12e2bt) that best fit~in the least-squares
sense! the 24 pairs oft and IID. This single function was
used to obtain predicted values of IID for all of the stimuli.

Only the low-frequency stimuli were used to ‘‘calibrate’’
the model because~1! they, as a group, yielded the largest
values of IID of the pointer for a given value of ITD and~2!
their functions relating lateral position to ITD were quite
similar over the range of ITDs used in the experiment.
Therefore, each of the low-frequency stimulus conditions
used in the analysis served to provide an independent esti-
mate of the function relating pointer IID to predictedt, the
model’s metric of lateral position.

Figure 5 displays both the obtained data~symbols! and
the predictions of the model~lines!. The format of the figure
is similar to that of Fig. 2. A primary outcome is that the
model correctly predicts that ITDs conveyed by low-
frequency Gaussian noises and their transposed counterparts
yield large and comparable extents of laterality. Quantita-
tively, the model accounts for 91% of the variance2 in those
data. That said, the model does not capture the finding that
extents of laterality measured with low-frequency bands of
noise centered at 250 Hz are slightly greater than those mea-
sured with their transposed counterparts. As discussed when
the data were presented, the differences observed in terms of
IID of the pointer must be interpreted while recognizing that
IIDs greater than about 12 dB yield only very small, albeit
reliable, changes in extent of laterality. Thus, overall, the
model provides a fairly good account of the data obtained
with low-frequency bands of noise and their transposed
counterparts.

We now consider the predictions of the model for the
data obtained with bands of conventional, Gaussian noise
centered at 4 kHz~dotted lines!. The model does appear to,
at least qualitatively, account for two important aspects of
these data. First, the model is generally correct in predicting
that extents of laterality measured with the transposed
stimuli centered at 4 kHz should be much greater than those
measured with bands of Gaussian noise centered at that fre-
quency. Second, the model is also generally correct in pre-
dicting that extent of laterality should, for a given value of
ITD, increase with the bandwidth of the Gaussian noise. At

the same time, the model consistently overpredicts the ex-
tents of laterality measured empirically.

We did attempt to improve the accuracy of the predic-
tions by increasing the complexity of the model in several
ways. This included applying several different functions that
have been used by other investigators to emphasize activity
within the cross-correlogram occurring at relatively small de-
lays @i.e., the ‘‘centrality’’ functions specified by Colburn
~1977!, Stern and Shear~1996!, and Shackletonet al. ~1992!#
andad hocmodifications of them. We also investigated the
utility of employing the centroid of activity of the cross-
correlogram as the indicator of lateral position instead of its
most central peak. These modifications of the model always
diminished, sometimes dramatically, its overall ability to pre-
dict the major trends in the data. Based on the examination
of many~more than 20! sets of predictions, it appears that at
least some of the difficulty stems from not being able to
specify and apply valid centrality weighting for frequency
regions from as low as 125 Hz to as high as 4 kHz, or so.
Said differently, it appears that at least some of the difficulty
surrounds the fact that functional analogs of Stern and Col-
burn’s centrality weighting function@p(t)# have not been
specified for frequencies below 250 Hz and above 1200 Hz
~see Stern and Shear, 1996!. This lack of knowledge con-
cerning how to weight differentially portions of the patterns
of activity that occur within different spectral regions of the
cross-correlogram will also be seen to limit the model’s abil-
ity to account for the data obtained in experiment 2.

We believe the qualitative successes of the model are
potentially quite important and should not be discounted. In
order to understand this conclusion, consider the data and
predictions obtained when the bandwidth of the Gaussian
noise centered at 4 kHz was 25 Hz~top panel in each col-
umn! and the ITD was 1000ms. Note that the model cor-
rectly predicts that the Gaussian noise will be heard near
midline while, simultaneously, predicting that the transposed
stimulus centered at 4 kHz will be heard far toward the left
~leading! ear. This means that, despite their common ITDs,
the most central peaks of the cross-correlograms produced by
these two stimuli, respectively, are in very different loca-
tions: one near the midline and the other one far toward the
leading ear.

This outcome was, at least to us, highly nonintuitive.
Specifically, it was not apparent how, according to the model,
a large ITD conveyed by a 25-Hz-wide band of Gaussian
noise centered at 4 kHz would produce a peak of activity
near midline while the same ITD conveyed by a transposed
noise centered at 4 kHz would produce a peak of activity far
toward the leading ear. Our investigations revealed that en-
velope compression was a major factor. When compression
was omitted, the peak of activity for the 25-Hz-wide band of
high-frequency Gaussian noise~and indeed, for wider band-
widths! indicated a lateral position far toward the leading ear.

Figure 6 displays predictions of the data obtained in ex-
periment 2.3 The reader is reminded that the purpose of that
experiment was to determine whether the patterns of lateral-
ity produced by low-frequency stimuli characterized by dif-
ferential degrees of straightness and centrality~as depicted in
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Fig. 3! would also occur when those stimuli were transposed
to 4 kHz.

The behavioral data from experiment 2~Fig. 4! are re-
plotted as an inset. The predictions of the model capture the

important qualitative aspects of the data. The model correctly
predicts that low-frequency Gaussian noises and their high-
frequency transposed counterparts are lateralized toward the
lagging ear for the ITD/IPD combination of 0 ms/270°. The

FIG. 5. Data and predictions for the stimuli utilized in experiment 1. The format of the figure is similar to that of Fig. 2. The symbols represent the obtained
values of IID of the pointer and are replotted from Fig. 2. The lines represent predictions from the cross-correlation-based model described in the text.
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model, however, fails to capture the differences in laterality
between the low-frequency Gaussian noises having an ITD/
IPD combination of 0 ms/270° and their high-frequency
transposed counterparts. A similar type of shortcoming was
also evident for the predictions of the data in experiment 1
~see Fig. 4! for low-frequency Gaussian noises centered at
250 Hz and their transposed counterparts. There too, the
transposed stimuli were incorrectly predicted to have essen-
tially the same extent of laterality as their low-frequency
counterparts.

For the 3.0 ms/0° case, the model correctly predicts that
the narrowest bands of Gaussian noise and their high-
frequency transposed counterparts are lateralized toward the
lagging ear and that the 400-Hz-wide band of noise and its
high-frequency transposed counterpart are lateralized far to-
ward the leading ear. The predictions of the model, however,
do not capture the gradual nature of the changes in the locus
of the intracranial image evident in the empirical data as
bandwidth is increased from 50 to 200 Hz. As shown by
Stern and his colleagues~e.g., Sternet al., 1988; Stern and
Trahiotis, 1992, 1998!, a successful account of such data, at
least for stimuli centered at 500 Hz, stems from the incorpo-
ration of functions that weight differentially portions of the
patterns of activity that occur within different spectral re-
gions of the cross-correlogram. As discussed above, the spe-
cific weighting function required as a function of the center
frequency of the stimuli are unknown. Our initial attempts to
augment the model with several versions of such functions
actually led to poorer predictions for the lateralization of our
high-frequency stimuli centered at 4 kHz.

Another issue deserves comment. The similarities in the
psychophysical data that did occur with low-frequency
noises and their high-frequency transposed counterparts as a
function of combinations of bandwidth and ITD/IPD need
not have resulted from the operation of similar or identical
pattern processing of their respective cross-correlograms.
Consider that, at low center frequencies, the combining of

binaural timing informationmust occuracross narrow-band
elements or filters in order for straightness to emerge. This is
so because the bandwidths of the external stimuli that exhibit
the effects of straightness often greatly exceed the relatively
narrow bandwidths of the low-frequency auditory filters
through which they are processed. For example, the 400-Hz-
wide bands of noise centered at 250 Hz exceed by a factor of
about 8 the equivalent rectangular bandwidth of the auditory
filter at that center frequency~see Fig. 1 of Moore, 1997!.
Therefore, it seems inescapable that the observed effects of
straightness on lateralization at low center frequencies must
involve some type of, most likely central, across-auditory-
filter integration.

In contrast, it appears that effects like those attributed to
straightness can occur forhigh-frequency transposed stimuli,
even without across-auditory-filter integration. In order to
understand why this is so, consider that the vast majority of
the energy of transposed stimuli centered at 4 kHz is con-
tained within the approximately 500-Hz-wide auditory filter
centered at that frequency. In fact, predictions of the model
obtained usingonly onepair of left/right auditory filters cen-
tered at 4 kHz proved to be, for all intents and purposes,
identical to those obtained when predictions were made us-
ing the entire bank of Gammatone filters.

Examination of cross-correlograms revealed that the
envelope-based effects of consistency of internal delay for
transposed stimuli centered at 4 kHz come about via changes
in the damping of the cross-correlation function. Figure 7
illustrates these effects. The two panels display the cross-
correlograms that result when an ITD of 3.0 ms is applied to
either a 25-Hz-wide~upper panel! or a 400-Hz-wide~bottom
panel! band of Gaussian noise centered at 250 Hz that is
transposed to 4 kHz. As indicated by the arrows, the most
central peak occurs at20.9 ms for the 25-Hz-wide case and
at 2.9 ms~essentially, at the ITD! for the 400-Hz-wide case.
In fact, for the 400-Hz-wide case, the damping has changed
the shape of the cross-correlogram such thatno peakcloser
to the midline than 2.9 ms occurs. Therefore, it appears that,
at least for high-frequency transposed stimuli,within-filter
effectsare sufficient to produce changes in laterality as large
as those~almost certainly! produced byacross-filterintegra-
tion for low-frequency bands of noise.

V. SUMMARY AND CONCLUSIONS

The primary purpose of this investigation was to deter-
mine whether ITDs conveyed by high-frequency transposed
stimuli would produce larger extents of laterality than ITDs
conveyed by bands of high-frequency Gaussian noise. To
that end, we employed an acoustic pointing task in order to
measure extents of laterality for low-frequency Gaussian
noises, the same noises transposed to 4 kHz, and high-
frequency Gaussian bands of noise centered at 4 kHz.

The three major findings were the following:~1! Extents
of laterality obtained with the transposed stimuli were much
greater than those obtained with the bands of high-frequency
Gaussian noise;~2! The low-frequency Gaussian noises cen-
tered at 125 Hz and their high-frequency transposed counter-
parts produced extents of laterality that were highly similar
and, in many cases, essentially equivalent;~3! The low-

FIG. 6. Predictions for the stimuli utilized in experiment 2. The format of
the figure is similar to that of Fig. 3. The behavioral data are replotted as an
inset for comparison.
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frequency Gaussian noises centered at 250 Hz produced
somewhat greater extents of laterality than did their high-
frequency transposed counterparts. The overall patterning of
the data was fairly well accounted for by a cross-correlation-
based model similar to the one used recently by Bernstein
and Trahiotis~2002! to account for threshold ITDs obtained
with similar conventional and transposed stimuli.

A second experiment was conducted to determine
whether patterns of laterality produced by low-frequency
stimuli characterized by differential degrees of straightness/
centrality would also be produced when those stimuli were
transposed to 4 kHz. It was found that the data obtained with
the transposed stimuli exhibited much the same trends as did
their low-frequency counterparts. That is, the general effects
on the lateral positions of the intracranial images brought
about by imposed combinations of bandwidth, ITD, and IPD
on low-frequency stimuli remained when those stimuli were
transposed to 4 kHz. The general features of the data were
accounted for by the same cross-correlation-based model
used to account for the data obtained in the first experiment.

The behavioral data obtained in this study, the masking-
level difference~MLD ! data obtained by van de Par and
Kohlrausch~1997!, and the ITD discrimination data obtained
by Bernstein and Trahiotis~2002! all point to the same con-
clusion. That is, differences in the salience of and sensitivity

to ITDs found between low and high spectral regions stem
mostly from differences in the nature of the inputs to the
central binaural processor, as opposed to inherent differences
in the ability to process ITDs.
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1We chose to ‘‘calibrate’’ the outputs of the Etymotic earphones to the nomi-
nal levels produced by the TDH-39s so that listeners in this study would
receive levels of stimulation directly comparable to those utilized by us and
others in prior psychophysical experiments employing TDH-39s. As dis-
cussed in detail by Bernstein and Trahiotis~2002!, in order to do so, it was

FIG. 7. Cross-correlograms for transposed stimuli generated by transposing 250-Hz-centered, 25-Hz-wide~upper panel! and 400-Hz-wide~lower panel!
Gaussian noises to 4 kHz. The ITD is 3.0 ms. The arrows indicate the positions of the peaks of the respective cross-correlograms.
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necessary to impose a 10-dB larger voltage on the Etymotic ER-2 than
would be expected on the basis of its calibration.

2The formula used to compute the percentage of the variance for which our
predicted values of threshold accounted was 1003(12@S(Oi

2Pi)
2#/@S(Oi2Ō)2#), where Oi and Pi represent individual observed

and predicted values of threshold, respectively, andŌ represents the mean
of the observed values of threshold.

3For these data, 100 independent estimates were obtained for each combi-
nation of type of stimulus, bandwidth, and ITD/IPD combination. The es-
timates were averaged to yield a single prediction of the model for each of
these combinations.
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Five different psychophysical procedures were used to measure level-discrimination~also called
intensity discrimination! thresholds for 1-kHz tones at two levels~30 and 90 dB SPL! and two
durations~10 and 500 ms!. The procedures were the classic transformed up–down staircase method
with a two-alternative forced-choice~2AFC! paradigm~UPD!, 15- and 50-trial implementations of
the method of maximum likelihood~MML ! with a cued yes–no paradigm, and 18-trial
implementations of ZEST using both cued yes–no and 2AFC paradigms. Results obtained from nine
normal listeners show that estimates of level-discrimination thresholds for the four conditions are
similar across all five procedures when different points of convergence are accounted for. The
variance of threshold estimates within listener and condition was smallest for UPD, largest for the
MML with 15 trials, and statistically indistinguishable among the others. The sweat factors ranged
from 5.5 for MML with 50 trials to about 1.4 for UPD and ZEST. Simulations show that ideal
performance of procedures may be far from real-life experience and that these deviations are likely
to depend on complex interactions between listener behavior and parameter choices used for
implementing the procedures. Therefore, empirical verification is important for judging the
effectiveness of psychophysical procedures. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1570445#

PACS numbers: 43.66.Yw, 43.66.Fe@MRL#

I. INTRODUCTION

Psychophysical procedures must satisfy three condi-
tions: accuracy, speed, and reliability. Despite a great deal of
literature on individual adaptive psychophysical procedures
and their variations~see Macmillan and Creelman, 1991!,
relatively few studies have performed empirical comparisons
across several procedures~e.g., Creelman and Macmillan,
1979; Kollmeier et al., 1988; Plattsmier and McFadden,
1988!. This paper compares some psychophysical procedures
that may be useful for rapid assessment of an individual’s
auditory processing. It examines several procedures not in-
cluded in the existing studies and extends the prior work by
using a supra-threshold level-discrimination task.

The investigation and comparison of psychophysical
procedures has historically been fraught with ambiguities in
their descriptions. Here, we propose a taxonomy that at-
tempts to provide a common set of terms and a structure
within which to understand both the current study and other
results from the literature~see also Buus, 2002!. Most psy-

chophysical procedures comprise two aspects that, at least in
principle, are quite separate although in practice are inter-
twined. The first aspect ofprocedurewe call paradigm. The
paradigmis further decomposed to themode of stimulus pre-
sentation~i.e., the way stimuli are presented! and thelisten-
er’s task. The mode of stimulus presentationalso has two
parts—the number of intervals in a trial and the content of
those intervals. Thelistener’s task~or just task! describes
exactly what the listener must do when presented with the
stimuli during a trial. Two typical examples of paradigms are
the one-interval yes–no paradigm and the symmetrical 2I-
2AFC ~two-interval, two-alternative forced choice! para-
digm. The first paradigm presents a single stimulus and the
listener’s task is to decide whetherthat stimulus fulfills some
criterion or not. The second paradigm presents two sequen-
tial stimuli and the task requires the listener to choosewhich
onesatisfies some criterion. The second aspect ofprocedure
we call method~after Fechner and in deference to the com-
mon usage in naming methods such as the method of limits,
method of adjustment, etc.!. The methoddescribes the rules
used to select the series of stimuli in the course of a mea-
surement and a definition of the result of the measurement.
Whereas the word ‘‘method’’ is also used as a major heading
for describing the entire experimental design~including
stimuli, apparatus, etc.!, we believe that the chance of con-
fusion over this double usage is small. We expect that the
context of discussing an aspect of a psychophysical proce-
dure will make clear this narrower, more technical usage of

a!Portions of this work were presented at the 25th Annual Midwinter Re-
search Meeting of the Association for Research in Otolaryngology in Janu-
ary 2002 @Marvit et al., Abs. 25th Ann. Mid-Winter Mtng. Assoc. Res.
Otolaryngol., 178~2002!#.

b!Electronic mail: peter@marvit.org. Current affiliation: University of Mary-
land Medical School, Dept. of Anatomy & Neurobiology, 685 West Balti-
more St., HSF 222, Baltimore, MD 21201.

c!Electronic mail: florentin@neu.edu
d!Electronic mail: buus@neu.edu

3348 J. Acoust. Soc. Am. 113 (6), June 2003 0001-4966/2003/113(6)/3348/14/$19.00 © 2003 Acoustical Society of America



‘‘method’’ to describe what is often a named method. In our
terminology, the method also has two parts. First, themea-
surement strategy~or juststrategy! describes the set of three
rules that govern the progress of a procedure:~1! thestarting
rule determines the stimulus for the first trial,~2! the pro-
gression ruledetermines the stimulus for the next trial given
the stimuli presented and responses received, and~3! the
stopping ruledetermines when to end the set of trials. Sec-
ond, thedatum definitionspecifies how to derive the result of
the measurement given the stimuli that were presented and
the listener’s response to them@e.g., the mean of a presented
even number of reversals at the end of the staircase, the mean
of the final probability density function~p.d.f.! for ZEST, the
midpoint of the most probable psychometric function for
MML, etc.#. Ideally, comparisons of different procedures ac-
count for this taxonomy.

The current study investigated various combinations of
two paradigms and three methods. The two paradigms we
chose were cued yes–no and two-alternative forced-choice
~2AFC!. In many situations~e.g., clinical testing!, it may be
preferable to use a yes–no paradigm. There are at least three
distinct advantages. First, listeners often like it and find it
easy to perform. Second, it is conceptually easy to under-
stand. Third, psychometric functions are steep because they
encompass a large range of response rates~i.e., it maximizes
the slope of the psychometric function being measured!.
However, a significant disadvantage of the yes–no paradigm
is that it is highly sensitive to both the position and stability
of listeners’ response criterion~Florentineet al., 2001!. The
2AFC paradigm, on the other hand, is relatively insensitive
to the listener’s response criterion; however, the psychomet-
ric function is relatively shallow—typically the slope is
about half that for the yes–no paradigm. Other paradigms
may be better for precision, stability, and psychometric-
function range~e.g., 3AFC, Schlauch and Rose, 1990!, but
tend to require more time for a single trial, which is counter
to our goal of rapid and sufficiently precise difference-limen
measurements. Moreover, the difference in performance be-
tween 2AFC and 3AFC is negligible when used with up–
down methods that target around 80% correct~Schlauch and
Rose, 1990!. Thus, in the interest of obtaining short testing
times we chose the 2AFC paradigm for the present investi-
gation.

The first of the three methods tested in the present study
is the method of maximum likelihood~MML, see Green,
1993!, which is a promising method that offers a relatively
reliable measurement using far fewer trials than many tradi-
tional up–down methods~e.g., Florentineet al., 2000; see,
however, Busset al., 2001!. Recent work has shown that
MML can produce reliable threshold estimates for detection
~Green, 1993; Leeket al., 2000!, frequency and level dis-
crimination ~He et al., 1998!, and gap detection~He et al.,
1998; Florentineet al., 2000, 2001!. Further, it has been
shown that as few as 12–15 trials per block are sufficient to
produce accurate threshold estimates~Green, 1993; Floren-
tine et al., 2001!, though some experiments have used as
many as 50~e.g., Heet al., 1998!.

The MML employs a set of candidate psychometric
functions that can be described by a small number of param-

eters such as their midpoints and false-alarm rates. The most
probable psychometric function is used to determine the next
stimulus presentation value or the final threshold estimate,
based on the cumulative set of listener responses to prior
stimulus values. In general, MML has been used with
yes–no paradigms, although there has been at least one suc-
cessful application of MML using a standard 2AFC para-
digm using a 93% correct progression rule and datum defi-
nition ~Dai and Green, 1992!. We are unaware of any
systematic investigations of the effect of a 2AFC paradigm
on the MML method. So, to keep with the preponderance of
the MML implemented with yes–no paradigms in the litera-
ture, we have chosen to follow suit.

The present study employs two variations of the MML.
They differ only in the number of trials, 15 or 50, used to
obtain one estimate of the difference limen. Using our termi-
nology, these two procedures employ the same paradigm and
their methods differ only in the number of trials~i.e., the
stopping rule!. Varying this parameter allows us to examine
further Florentineet al.’s ~2001! finding that the reliability of
the MML did not necessarily improve when the number of
trials increased by investigating whether it generalizes to a
different task—i.e., level discrimination instead of gap detec-
tion.

The second method to be tested in the present study is
the transformed up–down method~UPD, see Levitt, 1971!.
The transformed up–down method has several advantages. It
is widely accepted in the literature, providing a ‘‘reference
procedure’’ with which to compare other procedures. Its ac-
curacy and reliability are very high, even in the face of lis-
tener inattention and guessing~Levitt, 1971!. A variety of
progression rules allow the threshold estimate to converge on
almost any desired percentage of correct responses~Levitt,
1971; Kaernbach, 1991!. The current study uses a three-
down, one-up progression rule, converging on 79.4% correct,
because it tends to be more stable and less variable than the
popular two-down one-up~for discussion, see Kollmeier
et al., 1988! and because it is used extensively in our labo-
ratory ~e.g., Hicks and Buus, 2000; Oxenham and Buus,
2000!. Finally, the transformed up–down progression rule
requires few assumptions about the underlying psychometric
function. One disadvantage, at least in common practice, is
that robustness comes at the price of a relatively large num-
ber of trials per threshold estimate~see, however, Hicks and
Buus, 2000; Busset al., 2001!. The transformed up–down
method is often employed with a 2AFC paradigm, so we
employ this pairing as another of the tested procedures for
the current study.

The last method to be tested is ZEST~King-Smithet al.,
1994!. Like its immediate predecessor QUEST~Watson and
Pelli, 1983!, ZEST is used in the field of visual psychophys-
ics, but is nearly unknown in auditory research. It offers
much of the same promise of fast, accurate, and reliable es-
timates as MML, but with possibly more general applicabil-
ity. Only simple changes of parameters are needed to use
ZEST in a 2AFC rather than a yes–no paradigm. Its major
features are the use of ana priori estimate of an initial prob-
ability distribution for each parameter used to describe the
psychometric functions, and the subsequent use of a Baye-
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sian framework to calculate new p.d.f.’s based on likelihood
functions of the listener’s response to the stimulus value pre-
sented. Recent simulations and empirical work~King-Smith
et al., 1994! suggest that ZEST is robust to variations in a
number of the different method parameters~e.g., shape and
placement of the initial p.d.f., the response probability esti-
mated by the datum definition, and slope of the psychometric
function!. Like MML, ZEST can produce a threshold esti-
mate in relatively few trials and so was implemented in this
study to use the same number of trials per block as the
shorter version of MML. Additionally, the ZEST method was
paired with the 2AFC and cued yes–no paradigms to create
the last two procedures to be tested. These procedures round
out the set investigated in the present study and provide a
bridge between the transformed up–down and MML proce-
dures by comparing the 2AFC and yes–no paradigms while
keeping the method constant.

A recent study investigating MML with a level-
discrimination task~He et al., 1998! concentrated on a lim-
ited range of difference limens. It is an open question
whether the method they used and other rapid methods main-
tain their reliability and accuracy over a wider range of
stimuli and difference limens. To allow comparison with the
existing literature and provide relatively extreme stimulus
values in a level-discrimination task, we chose relatively ex-
treme values of two parameters of the stimuli. Keeping the
frequency of stimulus tones constant at 1000 Hz, we chose
parameter values that produce relatively large difference li-
mens~10 ms duration and 30 dB SPL pedestal level!, rela-
tively small difference limens~500 ms duration and 90 dB
SPL pedestal level!, and difference limens between the ex-
tremes~10 ms duration at 90 dB SPL and 500 ms duration at
30 dB SPL!. Thus, while holding procedure constant, we can
compare the performance in conditions that yield a wide
range of difference limens.

Keeping within the taxonomy of psychophysical proce-
dures, we tested five different procedures in the same listen-
ers so that we could directly compare the implemented meth-
ods ~including block lengths! and paradigms using stimuli
that would cover a wide range of underlying psychometric
functions. Ideally, one would want to keep all related param-
eters constant across procedures—or, better yet, vary them
systematically to optimize the performance of each proce-
dure. Practical limitations constrained the present study to a
small selection of the myriad possible permutations and thus
restricted the range of detailed comparisons. However, de-
spite the many differences between the procedures imple-
mented in this study, many of the essential properties can be
realistically compared. Thus, at least, the results of this in-
vestigation will provide an empirical assessment of successes
and limitations of the specific implementations of the proce-
dures for one task; at most, they will provide sufficient in-
formation to make tentative generalizations about different
aspects of the procedures and point to areas for further study
and systematic comparison.

II. METHODS

A. Stimuli

Tones at 1000 Hz were presented at two pedestal levels
~30 and 90 dB SPL! and with two durations~10 and 500 ms!.
All signals were shaped with 5-ms raised-cosine ramps. Du-
rations were determined between the half-amplitude points
of the envelope. The ‘‘signal’’ was an increase in overall
level (DL) that was produced by digitally scaling the ampli-
tude of the stimulus. The initialDL presented for each pro-
cedure was 10 dB for 10-ms tones at 30 dB SPL, 5 dB for
10-ms tones at 90 dB SPL and 500-ms tones at 30 dB SPL,
and 3 dB for 500-ms tones at 90 dB SPL.

B. Apparatus

Each listener was individually tested in a double-walled
sound-attenuating booth. Stimuli were generated on a PC-
compatible computer with a digital signal processor~TDT
AP2!. The computer also recorded the listeners’ responses
and executed the psychophysical procedures. The digitally
synthesized stimuli were output from a D/A converter~TDT
DD1, sample rate541.67 kHz) and led to a low-pass filter
~TDT FT5, f c520 kHz, 135 dB/octave!. The analog signals
were then fed to a programmable attenuator~TDT PA4! and
a headphone amplifier~TDT HB6!, which then played the
stimuli through one earpiece of a Sony MDF-V6 headphone.
The programmable attenuator was used to set the pedestal
level.

C. Listeners

Nine listeners with normal hearing participated: three
men and six women, with ages spanning 18–40 years. Their
pure-tone audiometric thresholds between 0.25 and 8 kHz
were less than or equal to 15 dB HL~ANSI, 1989!. Three
had previous experience with psychophysical tasks, but none
had experience with level discrimination.

D. Procedures

Five different psychometric procedures were used, re-
peated over six testing sessions. Procedure order was
counter-balanced over listeners and sessions. One testing ses-
sion generally took 1.5–2 h. Listeners could take a break at
any time and were required to take a break halfway through
a session. Before difference-limen (DLDL) estimates were
taken, all listeners practiced level discrimination using the
transformed up–down procedure~UPD, detailed below! for
2–3 sessions. A brief description of each procedure follows.

UPD—This procedure uses a two-interval, two-
alternative forced-choice paradigm with feedback. Differ-
ence limens were estimated using an adaptive staircase
method with a three-down, one-up progression rule converg-
ing on 79.4% correct~Levitt, 1971!. When the progression
rule of the UPD procedure increasedDL, the DL was mul-
tiplied by a step factor; whenDL decreased, it was divided
by a step factor. The initial step factor was 100.25 ~;1.78!
and then decreased to 100.1 ~;1.26! after two reversals. Lis-
teners were presented with two tone bursts separated by a
500-ms ISI~interstimulus interval!. Lights on the response
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box were illuminated to indicate whether the sound was the
first or second of the pair. The listener’s task was to decide
which of the pair of tones was louder, and then press the
appropriate response button. The more intense~i.e., puta-
tively louder! signal could be in either interval with equal
probability. After choosing, listeners received visual feed-
back as to which interval actually had the higher-level tone.
As with prior studies from this laboratory~e.g., Florentine
et al., 1996; Hicks and Buus, 2000!, a single difference
limen measurement was computed from three concurrent in-
terleaved tracks within a single condition. The stopping rule
specified that each track stopped after five reversals and the
datum definition used the geometric mean of the level differ-
ences at the last two reversals as that track’sDLDL . A single
DLDL estimate was computed as the geometric mean of the
three tracks’ thresholds. On average, 85 trials were required
to obtain oneDLDL estimate.1

The use of three interleaved tracks is unusual in the
literature; much more frequent is a single track with around
50 trials ~Sheltonet al., 1982!. Functionally, the interleaved
tracks provide three separate threshold estimates. Prior work
in this laboratory~Hicks and Buus, 2000! has shown that this
implementation is extremely stable, provides a reliable met-
ric that can be used to eliminate outliers, and produces
threshold estimates similar to those obtained from psycho-
metric functions measured by the method of constant stimuli.
Buss et al. ~2001! similarly demonstrated that short track
lengths produced reliable threshold estimates. Finally, simu-
lations conducted in the present study indicate that our three-
track procedure is as efficient as single 50-trial tracks.

MML-50—This procedure uses a cued yes–no paradigm
@also called a ‘‘reminder same–different’’ paradigm by Mac-
millan and Creelman~1991!# without feedback, and esti-
matesDLDL by the method of maximum likelihood~MML,
Green, 1993; Florentineet al., 2000!. The parameters used
for the MML procedure are similar, though not identical, to
those used by Heet al. ~1998!. Each threshold estimate con-
sisted of 50 trials, plus three supra-threshold ‘‘warm-up’’ tri-
als at the beginning of a block. Each trial had two tone bursts
separated by a 500-ms ISI, with lights on the response box
illuminated to indicate the first or second sound. The first
interval ~the ‘‘cue’’! was always at the pedestal level and the
second~target! interval was always more intense. ‘‘Catch
trials’’ with an inaudible 0.05-dB level difference were in-
cluded to provide an estimate of the false-alarm rate; 20% or
10 trials of the 50 in a block were randomly selected to be
catch trials to improve the false-alarm estimate.2 Listeners
pressed ‘‘Different’’ on a response box if they decided that
the second interval sounded louder and ‘‘Same’’ if it did not.
No feedback was provided because the correct answer de-
pended on the listener’s perception and could not be defined
objectively.

The MML procedure has been detailed in a previous
paper from this laboratory~Florentineet al., 2000! and is
similar to the one described by Green~1993!. Briefly, for a
given block, a set of candidate psychometric functions is
represented by a logistic function of the form

Pyes5a1
12a

11exp~2k@ log ^DL&2 log ^M &#!
, ~1!

wherea is the false-alarm rate,DL is the level difference in
dB, M is the midpoint of the psychometric function, andk is
a free parameter that determines the slope. The log trans-
forms in the equation were used to produce psychometric
functions that maintain their shape on a logarithmic scale of
DL; Buus and Florentine~1991! have shown thatd8 is pro-
portional toDL, so a log scale ofDL is the most appropriate
scale. The value ofk (k56 in this study! was chosen to
produce a logistic function whose slope closely matched that
of the cumulative Gaussian function obtained whend8 is
proportional toDL and the false-alarm rate is fixed at 10%.
The set of candidate psychometric functions was uniformly
spaced on a log scale ofDL ~i.e., equal ratios across 81
midpoints from 0.01 to 20 dB! and the set of false alarm
rates ranged from 0% to 40% in steps of 10%. The progres-
sion rule specifies that, after each trial, the method chooses
the psychometric function that yields the highest probability
for obtaining the responses provided by the listener given the
stimuli presented. TheDL for the next trial is set to yield
60% ‘‘yes’’ responses according to the most probable psy-
chometric function.

At the end of the experiment, the datum definition speci-
fies that the midpoint,M, of the most probable psychometric
function be used to estimateDLDL . In our implementation,
at the end of a block, the most probable psychometric func-
tion was recomputed based on the set of responses for that
block using a finer granularity of possible functions. That is,
a new set of candidate psychometric functions was examined
using a midpoint step size of 0.1 times and a false-alarm rate
step size of 0.5 times the original, centered around the pre-
viously estimated most likely function. This was done in case
the original granularity introduced quantization error in the
estimates. In practice, there was no difference between the
original estimates and the recomputed estimates using a
finer-grained set of potential functions.

MML-15—This procedure is identical to MML-50, ex-
cept a threshold estimate used only 15 trials~plus three
supra-threshold ‘‘warm-up’’ trials! with 20% ~i.e., three! of
the trials being catch trials. For both MML procedures,
threshold estimates were excluded from analysis and were
rerun when the estimated false-alarm rate~i.e., the false-
alarm rate of the most probable psychometric function! was
25% or more.

ZEST—Like the MML procedures, this procedure uses
the cued yes–no paradigm without feedback. The method
has been detailed elsewhere~King-Smithet al., 1994! and is
a variation of QUEST~Watson and Pelli, 1983!. It begins
with a p.d.f. that represents the experimenter’s ‘‘guess’’ of
the probable distribution of the listener’s threshold. This
guess is represented by a p.d.f., because the exact value of
the threshold is not known and is therefore best represented
by a range of values with associated probabilities. The initial
p.d.f. was a modified hyperbolic secant of the form

q0~T!5A/@Be2C~T2t !1CeB~T2t !#, ~2!
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whereT is log(DLDL), A is a scale factor, which determines
the maximum value of the function and can be set to ensure
that the area under the p.d.f. is equal to unity,B and C de-
termine the slopes at high and low thresholds respectively,
and t is the log of the difference limen at which the p.d.f.
reaches its maximum. In the present study, we usedB5C
52.5 ~i.e., symmetric slopes! and the initialt was the loga-
rithm of the firstDL used for each condition~see Sec. II A!.3

After each trial, Bayes’ theorem is then applied to calculate a
new p.d.f. based on the listener’s response; essentially, the
value of the prior p.d.f. at any givenT is multiplied by the
probability for the response to the stimulus presented assum-
ing that the actual threshold equalsT. The psychometric
function used in ZEST has a Weibull distribution and is
given by

Pyes512d2~12g2d! exp@210b~x2T1«!#, ~3!

whereg is the false-alarm rate,d is the false-negative~miss!
rate,b determines the slope of the psychometric function,x
is the stimulus value being presented, and« determines the
threshold criterion~King-Smith et al., 1994!. The values of
the parameters used in the present study areg50.10,
d50.02, b56, and«50 ~corresponding to a probability of
0.6566 for responding ‘‘yes’’ to a stimulus at threshold!. Af-
ter completion of the experiment, we noted that the value of
b caused the central part of the Weibull function to have a
slope about four times steeper than that of the psychometric
functions for human listeners. As will be evident from the
results, ZEST performed well despite this error. Note also
that our implementation of the ZEST procedure keeps the
false-alarm rate fixed. Given this form of the psychometric
function, the new p.d.f. after triali is given by

qi~T!5p~r i ,T,xi !qi 21~T!, ~4!

where p(r i ,T,xi) is the probability of responser i ~05no
@difference# or wrong, 15yes@there was a difference# or cor-
rect!, given that the stimulus wasxi5 log (DL) and assuming
that the listener’s true difference limen is equal toT ~i.e.,
Pyes for r i51 and 12Pyes for r i50). For eachT, p(r i ,T,xi)
is pointwise multiplied byqi 21(T), which is the p.d.f. from
the previous trial. The progression rule and datum definition
are similar; the mean of the new p.d.f. is used to determine
the next stimulus value, or the final estimate ofDLDL at the
end of a block. Figure 1 uses experimental parameters and
initial values for the 90-dB, 500-ms condition to illustrate the
initial state of the ZEST method and subsequent calculations
for the first trial. This ZEST procedure used 18 trials in a
block to duplicate the total number of trials employed by the
MML-15 procedure.

ZEST2—This procedure is essentially the same as
ZEST, but uses the same 2AFC with feedback paradigm as
the UPD procedure. The parameters in ZEST2 were there-
fore the same as ZEST except that the false-alarm rate,g,
was set at 0.50~i.e., random guessing! and the miss-rate,d,
was set to 0.01 to reflect an inattention rate of 0.02 similar to
that implied by the miss-rate of 0.02 used in ZEST. These
parameters made the threshold probability of a correct re-
sponse equal to 0.810 for a stimulus at threshold.

In summary, parameters of the procedures were chosen
to create areas of commonality and comparison. All proce-
dures used the same starting rule~initial DL for a condition!
and the same number of stimulus intervals per trial. MML-
15, ZEST, and ZEST2 all had the same number of trials per
block. The number of trials was varied while keeping every-
thing else the same with MML-15 and MML-50. A 2AFC
paradigm was used with UPD and ZEST2, while a cued
yes–no paradigm was used with ZEST, MML-15, and
MML-50; the common ZEST method allows a direct com-
parison of the effect of paradigm.

E. Simulations

To examine factors that might help explain the results
obtained in the present study, simulations of the five proce-
dures ~plus some variants! were performed using a model
listener whosed8 is proportional toDL in accord with the
psychometric functions measured by Buus and Florentine
~1991!. For each procedure and variant, 10 000 simulated
DLDL were obtained for each of the four stimulus conditions.
Hence simulation results are based on 40 000 total runs per
procedure. For each condition, theDL necessary to produce
d851 was chosen to yield aDLDL for UPD simulations
equal to the averageDLDL obtained in the actual experiment.
For the yes–no paradigms, the model listener’s response cri-

FIG. 1. Illustration of calculations associated with the initial state and first
trial for the ZEST method for the stimulus condition of 90 dB SPL and 500
ms using the yes–no paradigm. All the illustrated functions use the ZEST
parameter values described in the text.~a! The initial probability density
function ~p.d.f.!, q0(T). The range ofDLDL’s is limited for visual clarity.
The vertical line indicates the initialDL (t053 dB). ~b! Likelihood func-
tions for ‘‘yes’’ and ‘‘no’’ responses to the first trial. The ‘‘yes’’ likelihood
function is the probability that the listener responds ‘‘yes’’ to the 3-dB level
difference if theDLDL wereT ~on the abscissa!. ~c! The initial p.d.f. in~a! is
pointwise multiplied by the appropriate likelihood function in~b! to produce
the new p.d.f.,q1(T). The next trial is presented withDL set to the mean of
q1(T), which is also an estimate ofDLDL .
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terion was similarly chosen to yield average simulated
DLDL’s equal to the averageDLDL’s of the experiment
~given that theDL yielding d8 of unity was set according to
the UPD simulations!. All simulations exactly replicated the
procedures used in the experiment, except as indicated when
variations of a procedure were investigated to examine fac-
tors that might have affected its performance.

III. RESULTS

SinceDLDL is proportional to the criteriond8 used to
indicate that the level difference can just be noticed~Floren-
tine and Buus, 1981!, all analyses were performed on the log
of the DLDL’s ~for further discussion, see Buus and Floren-
tine, 1991!. TheDLDL’s obtained with the UPD procedure in
the different conditions are in general agreement with prior
studies~Florentine, 1986; Florentineet al., 1987; Buus and
Florentine, 1991!. For example, the magnitudes of the mean
DLDL’s at 500 ms are roughly the same as those obtained for
similar stimuli by Florentineet al. ~1987!. In the present
study, changing the duration from 500 to 10 ms increased the
DLDL’s by a factor of 2 at 30 dB SPL and 2.28 at 90 dB
SPL; these ratios are slightly smaller than, but comparable
to, those found by Florentine~1986! and Oxenham and Buus
~2000!. As the ‘‘reference procedure,’’ individual and group
means for UPD are depicted in the top left panel of Fig. 2
and group means are listed in Table I. Individual and group
thresholds for the four other procedures are depicted in the
other four panels of Fig. 2, with the mean thresholds for the
UPD procedure added to each plot for comparison. For all
four procedures, the pattern of thresholds for different con-

ditions is generally consistent with that for the UPD proce-
dure, though the mean thresholds sometimes appear to differ
from those of the UPD procedure.

A three-way ANOVA ~using the three fixed factors of
condition—four levels, procedure—five levels, and
repetition—six levels; listener—nine levels—was a random
factor, which produces a repeated-measures ANOVA!
showed no main effect of repetition@i.e., no learning effect
over the tested sessions;F(5,40)51.42, p50.24]. There
was also no significant interaction of repetition with either
condition @F(15,120)50.865, p50.60] or procedure
@F(20,160)51.12, p50.39]. Note that the variance of the
data differs across procedures, as discussed further below.
Thus, the basic assumption of equal variance within all cells
of an ANOVA is probably violated. However, this experi-
ment used a balanced design, so nonuniform variance should
have little effect on the correctness of theF inferences
~Hildebrand, 1986!. Nevertheless to verify the effects~or
lack thereof! shown by the ANOVA, the analysis of the main
effect of repetition was repeated using the Kruskal–Wallis
nonparametric test of multiple observations with all nine lis-
teners. The results confirmed no significant effect of repeti-
tion (X254.38,p50.50). Accordingly, subsequent analyses
pooled data across repetitions.

To examine further how well each procedure estimated
the difference limen, the correlation was computed between
the mean logarithms ofDLDL’s for individual listeners and
conditions obtained with UPD and those obtained for each of
the other four procedures. Figure 3 depicts a log-log plot of
these correlations, withDLDL for UPD on the ordinate and
DLDL for each of the other labeled procedures on the ab-
scissa. A dashed diagonal line indicates equalDLDL’s for the
two procedures. The Pearson correlation coefficient was
greatest for UPD vs ZEST2, the two 2AFC procedures, and
lowest for UPD vs MML-15.

A two-way ANOVA was subsequently performed~using
the fixed factors of procedure and condition; listener was a
random factor to produce a repeated-measures ANOVA!.
There were main effects of procedure@F(4,32)56.71,
p,0.001] and condition@F(3,24)563.29, p,0.001], but
no interaction between procedure and condition@F(12,96)
51.79, p50.06]. The main effect of condition onDLDL is
expected~Florentine, 1986; Florentineet al., 1987; Buus and
Florentine, 1991!. The effect of procedure could be consid-
ered undesirable because theDLDL’s should ideally be the
same across all procedures. However, it probably stems pri-

FIG. 2. TheDLDL’s for five procedures~UPD, ZEST2, ZEST, MML-15,
and MML-50! are plotted in five panels. The procedures’ geometric mean
thresholds for each condition are plotted with filled markers and displaced to
the left. Error bars show plus and minus one standard error of the mean log
threshold. The geometric means across six repetitions for the individual
listeners are plotted displaced to the right for each condition, using a differ-
ent open symbol for each listener. Each listener is represented by the same
symbol in all five panels. For comparison, the mean thresholds from the
UPD procedure are plotted with an asterisk displaced to the left and con-
nected by dotted lines in each panel.

TABLE I. Geometric meanDLDL for each stimulus condition in each of the
five procedures, plus the grand geometric mean for each procedure. Values
are in dB.

Stimulus
Initial DL

~dB! UPD ZEST2 ZEST MML-15 MML-50

30 dB, 10 ms 10 4.09 3.93 6.09 2.44 4.62
90 dB, 10 ms 5 1.85 1.65 3.14 1.21 1.81
30 dB, 500 ms 5 2.05 1.88 4.33 2.67 2.79
90 dB, 500 ms 3 0.81 0.88 1.39 0.87 0.91

Grand mean 1.88 1.81 3.28 1.56 2.15
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marily from the fact that the different procedures converge
on different values ofd8 ~i.e., the difference limens esti-
mated by the different procedures correspond to different
criteria for ‘‘just audible’’ even if they measure the same
underlying psychometric function!. Thus, normalizing all
thresholds within a procedure to a commond8 across proce-
dures should leave only a main effect of condition, plus an
interaction of condition and procedure if one exists.

Because UPD converges on a known percentage correct
response rate~and, assuming negligible bias, a knownd8)
and is by far the most commonly used procedure,DLDL’s for
all procedures were normalized to the mean threshold for
UPD across conditions according to the following formula:

DLnorm~P5 i ,C5 j !

5DLDL~P5 i ,C5 j !
A4 )k51

4 DLDL~P5UPD,C5k!

A4 )k51
4 DLDL~P5 i ,C5k!

,

~5!

whereDLnorm is the normalized threshold for procedurei and
condition j. Subsequent analyses were performed on loga-
rithms of these normalized thresholds. A plot of the mean
normalized thresholds can be found in Fig. 4 and the values
are listed in Table II. As a check, any main effect of proce-
dure should disappear with these transformed thresholds in
the two-way ANOVA—as it does@F(4,32)50, p51.0].
There is the expected main effect of condition@F(3,24)
55.76, p,0.01], but also an interaction between condition
and procedure @F(12,96)52.33, p,0.025]. However,
Schefféposthoctests for contrast reveal no significant effect
of procedure within a condition. That is, for any given stimu-
lus condition, the normalized jnd’s do not differ significantly
across procedures. Hence, we conclude that the significant

interaction of condition and procedure reflects only unsys-
tematic variations that are unlikely to be important.

Given that all the procedures, on average, appear to
yield similar results except for differences resulting from
converging on differentd8 values, the main issue is the reli-
ability with which they determine a listener’s difference
limen for a given stimulus. Thus, the variance associated
with the different procedures, as depicted in Fig. 5, is of
particular interest. For each listener, the variance was com-
puted for each procedure-condition pair@i.e., variance of
log(DLDL) across repetitions#. Subsequent analyses were
then performed on these variances across listeners.

The average variances ranged from 0.017 for UPD to
0.22 for MML-15, corresponding to error factors of 1.35 for
UPD and 2.94 for MML-15~cf. Florentineet al., 1987!. This
means that theDLDL’s obtained in individual repetitions
with UPD generally~i.e., 70% of the time! were between
three-fourths and four-thirds times the meanDLDL , whereas
for MML-15 they were between one-third and three times
the meanDLDL .

In a two-way ANOVA ~four levels of conditions, five
levels of procedures; again, listener was a random factor!,
there was no significant effect of condition on variance
@F(3,24)51.60, p50.22] nor any interaction of condition
and procedure@F(12,96)50.76, p50.69]. However, there

FIG. 3. TheDLDL’s for UPD ~per listener and condition! are plotted as a
function of the correspondingDLDL for four procedures~ZEST2, ZEST,
MML-15, and MML-50! in four panels. The symbols for different listeners
are the same as in Fig. 2. A dashed diagonal line indicates equalDLDL’s for
the two procedures. Pearson’s correlation coefficient~r! is shown in the
lower right of each panel.

FIG. 4. MeanDLnorm for all five procedures are shown for each of the four
conditions.~See text for details.! The symbols are slightly displaced hori-
zontally within a condition for visual clarity. The error bars represent the
standard error across listeners.

TABLE II. Geometric meanDLDL for each stimulus condition in each of the
five procedures afterDLDL’s were normalized to the mean value across
conditions in UPD~see text!. Values are in dB.

Stimulus UPD ZEST2 ZEST MML-15 MML-50

30 dB, 10 ms 4.09 4.08 3.49 2.94 4.04
90 dB, 10 ms 1.85 1.71 1.80 1.46 1.58
30 dB, 500 ms 2.05 1.96 2.49 2.74 2.44
90 dB, 500 ms 0.81 0.91 0.80 1.06 0.80

Grand mean 1.88 1.88 1.88 1.88 1.88
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was a significant main effect of procedure@F(4,96)55.98,
p,0.01]. Because of possible nonuniform variance, analy-
ses were rerun using the nonparametric Friedman test of
k-related samples, confirming no significant effect of condi-
tion (X252.496, df53, p50.49) and a significant effect of
procedure (X2555.022, df54, p,0.001). Posthocanalysis
of pairwise comparisons~using the nonparametric Wilcoxon
signed ranks test of related samples comparing procedure
within listener–condition combinations! showed that the
variance of UPD~mean50.017! is significantly smaller than
that of ZEST2~mean50.064;Z525.021,p,0.001). There
was no significant difference between the variance of ZEST2
and that of ZEST~mean50.095;Z520.141,p50.89), nor
between the variance of ZEST and that of MML-50~mean
50.11; Z520.707, p50.48). Finally, the variance of
MML-15 ~mean50.22! is significantly greater than that of
MML-50 (Z522.796,p,0.01). Thus, these analyses con-
firmed that the variance of UPD was the least, the variance of
MML-15 was the greatest, and the variances of the other
three procedures are statistically indistinguishable from one
another but are different from the extremes. The 13-fold in-
crease in mean variance from UPD to MML-15 can in part
be ascribed to the use of different numbers of trials~around
85 versus 15!, but other factors must play a role because the
ratio of variances is considerably larger than the ratio of
trials.

A related measure of performance of psychophysical
procedures is the sweat factor~SF!—defined as the product
of the variance and the number of trials~see Tayloret al.,
1983! and commonly used as a measure of efficiency. The
SFs were computed by multiplying the variance for each
listener in each condition and procedure by the number of
trials for that procedure.4 The mean sweat factor for each
procedure was subsequently computed for each listener and
condition-procedure pair. The average sweat factor across
listeners and conditions for each procedure is graphed in Fig.
6. Clearly, the sweat factors are much higher for the MML

procedures than for the others. This is confirmed by the non-
parametric Friedman test ofk-related samples, which shows
a significant effect of procedure on sweat factor (X2

525.067, df54, p,0.001). The best procedure~ZEST2! is
nearly five times as efficient as the worst~MML-50!. Pair-
wise comparisons of the procedures with the Wilcoxon
signed rank test of two related samples show no statistical
difference between the three best performers~ZEST2, UPD,
and ZEST!. The sweat factors for ZEST2 and ZEST are sig-
nificantly less than that of MML-15 (Z524.289, p
,0.001, andZ522.624, p,0.01, respectively!, and the
MML-15 sweat factor is significantly less than the MML-50
sweat factor (Z522.168,p,0.030).

Simulations of the UPD procedure provide great confi-
dence in our basic listener model because they replicate all
aspects of the listeners’ within-session performance. The av-
erage number of simulated trials across conditions was 85.6
~with the 500-ms, 90-dB SPL condition taking the longest at
90.2 trials and the 10-ms, 30-dB condition taking the shortest
at 83.5 trials—mirroring the pattern obtained in the experi-
ment!. The simulated standard error across the three inter-
leaved tracks @i.e., variability within a block, about
log(1.24)] was similarly consistent with that obtained from
the experiment@about log(1.21)]. As expected, the squared
standard error across three tracks in the simulations was
close to theacross-block variance calculated from the simu-
lations. This variance~0.0078! is less than half that obtained
from real listeners~0.017!, which indicates that one or more
sources of across-block variance are not accounted for by the
simulations, because the within-block performance appears
to be modeled quite accurately, as noted above. Similarly,
simulations of ZEST2 producedDLDL’s closely matching
those obtained in the real experiment, but the across-block
variance~0.044! was only 70% of that obtained from real

FIG. 5. The mean variance of the logDLDL’s are calculated as the average
of the variance of each listener’s logDLDL’s in each condition. The error
bars represent the standard errors of those means.

FIG. 6. Sweat factor, defined as a procedure’s variance multiplied by the
number of trials, is derived from the variances plotted in Fig. 5. The larger
the sweat factor is, the less efficient the procedure. Error bars are standard
errors of the means.
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listeners. For the yes–no paradigms~i.e., the MML and
ZEST procedures!, simulations with a listener model that
employed a fixed response criterion~chosen to reproduce the
DLDL’s obtained with each procedure! yielded across-block
variances much smaller than those from real listeners. Spe-
cifically, the simulations yielded variances of 0.061 for
MML-15, 0.0042 for MML-50, and 0.0053 for ZEST. For
the latter two procedures, the simulated variances are only
4% and 6% of the measured variance!

IV. DISCUSSION

Five different psychophysical procedures were tested
with a level-discrimination task. The results showed signifi-
cant differences in variance and sweat factors among the
procedures. In particular, the procedures using yes–no para-
digms performed less well than those using 2AFC, and the
MML procedures ~as implemented in the present study!
proved relatively inefficient. These findings will be ad-
dressed first. Then follows a discussion of simulations, in-
cluding considerations of what can and cannot be learned
from them. Finally, strengths and weaknesses of the tested
procedures will be evaluated. This section includes some
qualitative issues that might influence the choice of psycho-
physical procedure.

A. Yes–no versus 2AFC paradigms

This section concerns the stability of the yes–no para-
digm for level discrimination, which is a relatively subtle
task. The data indicate that the yes–no paradigm does not
fare well. The procedures using the yes–no paradigm yield
larger variances and larger sweat factors than those using the
2AFC paradigm. The variance of the MML procedures~us-
ing a yes–no paradigm! was greater than that of UPD and
ZEST2~both 2AFC!. One explanation for the relatively poor
performance of some of the procedures that use the yes–no
paradigm is that they may be sensitive to shifts in listener’s
response criterion~Florentine et al., 2001!. Moreover, our
listeners claimed to prefer the 2AFC paradigm with feedback
~UPD and ZEST2! to the cued yes–no paradigm~e.g., the
MML procedures and ZEST!. They claimed to be much less
certain and more tentative about their responses in the
yes–no procedures, which might also increase variance. In
part, this may be due to the lack of feedback. However, the
yes–no paradigm can yield reasonably good performance, as
indicated by the results for ZEST. The yes–no paradigm
yielded only 1.5 times the variance of the 2AFC when both
were combined with the ZEST method. On the other hand,
the ZEST and MML-15 procedures had the same number of
trials and used the same cued yes–no paradigm, yet the latter
had a significantly higher variance than the former. So, the
large variance obtained with the MML procedures cannot be
accounted for by paradigm alone.

Theoretical arguments and some simulations~e.g., Mac-
millan and Creelman, 1991; King-Smithet al., 1994! suggest
that yes–no should be more efficient and less variable than
2AFC. Indeed, this result is supported by our simulations of
listeners with a fixed response criterion. However, empirical
studies have shown that 2AFC can outperform yes–no in

discrimination tasks~Jesteadt and Bilger, 1974; Creelman
and Macmillan, 1979!. Strictly, however, the present cued
yes–no paradigm might be classified under ‘‘same–
different’’ or ‘‘reminder’’ paradigm for purposes of theoretic
analysis. Macmillan and Creelman~1991, pp. 156–157!
summarize a number of studies that show that cued yes–no
reminder paradigms actually perform better than classic yes–
no, but worse than 2AFC. Thus, it is perhaps not surprising
that the present study also found 2AFC to outperform yes–
no, even if simulations based on the assumption of a stable
psychometric function and a fixed response criterion might
suggest otherwise.

B. Performance of the MML procedures

The performance obtained by the MML procedures in
the present study differs from previous work with a gap-
detection task, which showed that the MML procedure could
perform quite well~Florentineet al., 2000! and that there
was no significant difference in accuracyor reliability be-
tween 15 and 50 trials using an otherwise identical MML
procedure~Florentineet al., 2001!. The present study shows
a palpable and significant effect of the number of trials used
for the MML procedures. Why is there a difference between
the gap-detection and level-difference tasks? One reason
may relate to the slopes of the psychometric functions. The
psychometric functions for level discrimination (k56) are
much shallower than those for gap detection (k511 at 1 kHz
andk516 at 4 kHz!. Indeed, Florentineet al.’s ~2001! data
showed a noticeable effect of the number of trials for gap
detection at 1000 Hz, but hardly any effect at 4000 Hz where
the slope is steeper. The increased within-block listener vari-
ance that occurs for tasks that have relatively shallow psy-
chometric functions is likely to require an increased number
of trials to converge on a stable threshold estimate. The slope
of the psychometric function is not an issue with UPD,
which changes the stimulus in fixed step sizes that can~and
should! be scaled according the slope. On the other hand,
ZEST and MML do not vary the stimulus in fixed steps and
some of their parameters are chosen on the basis of the range
of thresholds that may be expected across listeners and
stimulus conditions. Thus, these parameters generally do not
scale with the slope of the psychometric function. Accord-
ingly, the speed of convergence for ZEST and MML is likely
to depend on the slope of the psychometric function.

A somewhat related reason concerns the nature of the
task. Intuitively, and from listeners’ anecdotal responses,
level discrimination is a subtler task~some listeners said
‘‘much harder’’! than gap detection, which would tend to
increase any variance of a listener’s performance. Although
Florentineet al.’s ~2001! task used a cued yes–no paradigm,
with the aim of creating an across-interval comparison, the
task might also be accomplished as a within-interval
comparison—detecting the presence or absence of a gap in
the second stimulus without necessarily referring to the first
stimulus. Level discrimination depends on a comparison be-
tween one stimulus and the memory of the other. Such quan-
titative across-interval comparisons can be subtle, which
may make it difficult for listeners to maintain a stable crite-
rion for the discrimination decisions. This might lead to in-
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consistent decisions that—together with the shallow slope of
the psychometric functions—may contribute to slow conver-
gence toward the threshold, which in turn causes the proce-
dure to benefit from an increased number of trials.

Apart from the shallow slope of the psychometric func-
tion for level discrimination, one aspect of the implementa-
tion used in the present study may contribute to the poor
performance of the MML procedures. There is a difference in
range of midpoints used by this implementation of MML and
the other procedures. That is, the MML started with a set of
candidate psychometric functions that spanned 3.3 log units.
In comparison, the candidate functions in the gap detection
study ~Florentineet al., 2001! spanned about 2.6 log units.
Green’s~1993! listeners demonstrated approximately a 1.4-
fold increase in standard deviation for pure-tone thresholds
when the range increased 1.5-fold~from 40 to 60 dB!. In the
current study, the effective range used by the MML method
~as measured by the standard deviation, 0.953 log units! was
about 1.5 times that of the ZEST methods’ initial p.d.f.
~about 0.638 log units!. Thus, the search space for the ZEST
method was considerably smaller than that for MML. Simi-
larly, the UPD method stays within a relatively constrained
range, based on the starting and progression rules. It is likely
that judicious reductions of the initial range of the MML
procedure, so that its standard deviation was comparable to
ZEST, could reduce the variance. Indeed, simulations of
MML ~using a listener model with stable response criterion!
comparing ranges of 3.3 and 2.18 log units~chosen to have
the same width as the initial p.d.f. used for the ZEST proce-
dures, as measured by the standard deviation of 0.638 log
units! show a reduction of across-block variance by nearly
half for MML-15. However, the range made virtually no dif-
ference for MML-50. Thus, range alone does not account for
the poor performance of the MML procedures. This conclu-
sion is further supported by the finding that the variances
obtained in the simulations with a range of 3.3 log units were
only a small fraction of those obtained experimentally as
described in Sec. III.

If variations in range are combined with other factors,
however, the effects of range can be considerable. Simula-
tions using a listener model with a variable response criterion
indicate that the effect of midpoint range is much larger than
that for a fixed criterion. In particular, the variability of the
response criterion for the simulated listener was chosen to
reproduce the variance ofDLDL’s, the proportion of runs
with false-alarm rates exceeding 20%, and the mean esti-
mated false-alarm rates obtained with real listeners. With this
listener model, a range of 2.18 log units produced a simu-
lated variance that was only 40% of that obtained with a
range of 3.3 log units for both MML-15 and MML-50. Thus,
the wide range of midpoints used in the real experiments is
likely to have contributed to the poor performance of the
MML procedures. Indeed, if such a 2.5-fold improvement
were to materialize with real listeners, the sweat factors for
MML ~especially MML-15! would be competitive with those
for the other procedures.

Part of the excess variance obtained with real listeners
may also reflect occasional inattention, which is not modeled
in the simulations. Inattention may affect MML more

strongly than the other methods. Because MML initially
searches the midpoint range in a manner closely resembling
repeated bisections, MML can be quite sensitive to the initial
few listener responses~Green, 1995!; a ‘‘mistake’’ early in a
block can produce an unreasonably high or low threshold
estimate. On the other hand, the initial p.d.f. and Bayesian
estimation method employed by ZEST limit the excursions.
Thus, it can ‘‘recover’’ from ‘‘mistakes’’ more rapidly and
completely, providing ultimately more stable threshold esti-
mates even with the same number of trials. An associated
effect is that the initial trials in a MML procedure present
stimuli that are probably far above and below threshold—
especially when the range of midpoints is wide—which ef-
fectively wastes the first few trials.

C. Simulations and their limitations

Whereas simulations may produce useful information
about some properties of psychophysical methods, they do
not necessarily duplicate the outcome of real experiments. In
particular, the standard model of a listener, which presumes a
static psychometric function, is likely to be much too simple
and may lead to erroneous conclusions. For example, simu-
lations with such a listener model indicated that ZEST and
MML-50 should have produced the best sweat factors. In
fact, the simulations suggested that these procedures should
be three to eight times as efficient as the 2AFC procedures.
In contrast, the experimental results show that the 2AFC pro-
cedures outperformed the yes–no procedures.

Even within a paradigm, the simulations can produce
incorrect predictions. The simulations indicated that UPD
should have a sweat factor about 16% less than that of
ZEST2, but the data indicate the reverse. For the yes–no
procedures, the simulations using static psychometric func-
tions correctly predict ZEST as having the best sweat factor,
but they also predict that MML-50 should be more than four
times as efficient as MML-15, whereas the data show that
MML-50 was only about2

3 as efficient as MML-15. Thus,
even though the basic listener model includes psychometric
functions that are in accord with measured psychometric
functions and that produce theDLDL obtained in the experi-
ment, it clearly fails to capture some crucial elements of
real-life performance. This is especially true in the simula-
tions of the yes–no procedures, but discrepancies are also
apparent in the simulations of the 2AFC procedures.

Two conclusions suggest themselves. First, even with a
‘‘criterion-free’’ paradigm, it is likely that there are factors in
level discrimination that cause day-to-day variability. This
follows from the finding that simulations of UPD yield re-
sults that are exceedingly close to the within-block data ob-
tained experimentally, but yield less variance than that ob-
tained in real listeners across multiple sessions. Second, if
real listeners vary their response criterion across blocks, the
results will diverge considerably from simulations that use
fixed response criteria. The actual data are closely matched
by simulations of MML with a listener model using normally
distributed response criteria chosen to conform to the experi-
mentally obtainedDLDL’s and false-alarm rate estimates.
For MML-50, a mean criterion of 1.75~corresponding to a
false-alarm rate of 4%! and a standard deviation equal to 1.2
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was found to provide a good match for the data. For MML-
15, simulation results closely matching the actual data were
obtained when the mean criterion was 1.4 and the standard
deviation 0.9. Likewise, theDLDL’s, the across-block vari-
ance, and the mean width of the final p.d.f. for ZEST were
reproduced by simulations with a mean criterion of 2.15 and
a standard deviation of 0.9.

Prior work indicates the importance of variable response
criteria to across-block variance~Florentine et al., 2001!.
The present data indicate that the distributions of such vari-
able response criteria probably differ across procedures. Be-
cause the procedures present different sequences of the
stimuli, this effect may reflect that the response criterion de-
pends on the stimuli. This conjecture is further supported by
the finding that the simulated false-alarm rates~needed to
obtainDLDL’s equal to those from the experimental results!
varied considerably across the methods for both fixed- and
variable-criterion listener models, which indicates that intrin-
sic properties of the procedures are likely to affect the posi-
tion as well as the stability of the listeners’ response criteria.

Although variable response criteria offer compelling
simulations of the real data, it is possible that factors not
examined in the present study may account for the some-
times large discrepancies between real data and those ob-
tained from simulations with the standard fixed-criterion lis-
tener model. In addition, the factors that govern a listener’s
response criterion are not well understood, and are likely to
vary across procedures and tasks. Until all these factors have
been clarified and included in the listener model, predictions
derived from simulations must be regarded with considerable
caution. Whereas simulations certainly can be helpful in ex-
amining some aspects of the performance that can be ex-
pected from a given procedure, it is clear that reliable assess-
ment of actual performance in experimental settings still
requires empirical measurements.

D. Strengths and weaknesses of the procedures

We can now turn to an overall assessment of the advan-
tages and disadvantages of the procedures tested in the
present study. An obvious caveat is that the answer is highly
dependent on the tested implementations of the different
procedures and the resulting data. While applicable to level
discrimination, and likely generalizable to other subtle tasks,
the conclusions may change with other tasks. Further, greater
optimization is possible with all the tested procedures~espe-
cially the MML!, so the results may not represent the best
case. Indeed, fully optimizing each of the procedures in this
study would certainly lessen the commonalities, which could
make comparisons less meaningful. Moreover, in practice
it is difficult and time consuming to fully optimize psycho-
metric procedures empirically and optimizations would
otherwise be limited by the accuracy of the listener model
used for simulations~which can be rather far away from
reality, as discussed above!, so the findings of the present
study are likely to be reasonably representative of real-world
experience.

Accuracy is the first concern for evaluating and compar-
ing different psychometric procedures. The results generally
show that, when the thresholds from the procedures are nor-

malized to compensate for differentd8 convergence points,
all five are equally accurate. That is, all the procedures pro-
vide reasonably unbiased estimates of the relations among
theDLDL’s in the different stimulus conditions. Thus, all the
procedures perform well in characterizing how a change of
stimulus parameters affects theDLDL’s. Whereas this issue
often is the primary focus of an experiment, the precision
with which the procedures converge on the theoretically tar-
geted point on the listener’s psychometric function—i.e., the
extent to which they provide an unbiased estimate of the
absolute magnitude of theDLDL—is also of some interest.
This question is most easily answered by examining the re-
sults of simulations where the model-listener’s trueDLDL is
known. Simulations of the 2AFC procedures~UPD and
ZEST2! show that they both converge on ad8 of 1.29, which
is just slightly above the theoretical values of 1.16~corre-
sponding to 79.4% correct! for UPD and 1.24~corresponding
to 81% correct! for ZEST2. In other words, small biases in
these procedures cause the estimatedDLDL’s to be above the
trueDLDL’s by about 11% for UPD and 4% for ZEST2. This
outcome of the simulations is supported by the data for real
listeners, which show almost identicalDLDL’s for UPD and
ZEST2 ~see Table I!. The bias in the estimates produced by
the yes–no procedures is more difficult to evaluate because
the targetedd8 depends on the listener’s response criterion,
which is not well estimated by the procedures used in the
present study. The simulations indicate that the obtained
DLDL may be up to 20% above or below theDLDL corre-
sponding to the theoretical point of convergence and the
model listener’s response criterion. The magnitude and direc-
tion of this bias depends on the false-alarm rate assumed for
the model listener and whether it is fixed or variable. How-
ever, for a given listener model, the bias varies little across
the four stimulus conditions. In other words, whateverd8
may be targeted by a yes–no procedure, this target does not
appear to depend on the stimulus condition. Thus, the simu-
lations and the data agree that all five procedures provide
unbiased estimates of how stimulus variables affect a listen-
er’s DLDL .

Reliability of psychometric procedures is the next inter-
est. For both research and clinical applications, the variance
of DLDL within listener and across blocks is a useful measure
of reliability. The variance was significantly smaller for UPD
than for the other four procedures. This finding is expected
on simple statistical grounds. Procedures using more trials
ought to produce more stable threshold estimates and thus
lower variance~i.e., variance is generally inversely propor-
tional to the number of trials!. However, when comparisons
are made across the procedures tested here, that expectation
is not always fulfilled. The variance obtained with the ZEST
procedure is similar to that offered by MML-50, which has
around three times the number of trials. Further, MML-15
has much greater variance than the two ZEST procedures,
although they used about the same number of trials per
block. Nevertheless, the present UPD implementation uses
the most trials and produces the least variance, in part due to
its use of three interleaved tracks that produce three indepen-
dent estimates per block. Although the tracks were short,
they provide quite reliable data, in agreement with recent
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observations~Hicks and Buus, 2000; Busset al., 2001!. In
fact, simulations in the present study indicate that the present
short tracks are as efficient as the 50-trial single-track ver-
sion of UPD that is used in many studies. Moreover, the
variability across the three tracks in the present version of
UPD provides a metric that allows aberrant results to be
identified~Hicks and Buus, 2000!. Thus, the UPD with three
short tracks is a strong contender if high reliability is of
paramount importance.

If it is not feasible to use the relatively large number of
trials required by the three interleaved tracks, it seems
straightforward to reduce the number of trials by using only
a single track. A simple-minded calculation of multiplying
the UPD variance by 3 yields an estimated per-track variance
of 0.051. This suggests that an up–down procedure employ-
ing just one short track would be at least as reliable as the
ZEST2 procedure, which yielded a variance of 0.064. How-
ever, such a shortened up–down procedure would still use
more trials than ZEST2. The approximately 28 trials used for
the present five-reversal tracks probably is at or near the
lower limit of practical track lengths. Simulations of an up–
down method using just 20 trials per track showed such
tracks to be considerably less efficient than the five-reversal
tracks. Thus, it is unlikely that an up–down procedure can
provide efficient threshold estimates as quickly as a ZEST
procedure. Of course, threshold estimates obtained rapidly
with a ZEST procedure may be too variable to satisfy the
requirements of an experiment, but this potential problem is
easily solved. Repeated measurements with a brief ZEST
procedure can readily reduce the variance to whatever level
may be required for a particular experiment and may well do
so with equal or better efficiency than longer up–down pro-
cedures, as discussed below.

Within the limits of granularity imposed by the fact that
any procedure needs a certain number of trials to converge
on a threshold estimate, tradeoffs between accuracy and
speed can often be made with ease. The sweat factor consid-
ers the variance obtained within a fixed time~i.e., one trial!.
Thus, sweat factor is probably a more relevant metric than
variance itself. The sweat factors show that UPD, ZEST, and
ZEST2 procedures all do approximately equal work per trial
and we could claim that they are approximately equally ef-
ficient, whereas the two MML procedures trail behind. How-
ever, if the MML procedures had been implemented more
optimally than they were, the results of the simulations indi-
cate that MML-15 might have performed about as well as
UPD, ZEST2, and ZEST. It should also be noted that using
an incorrect slope for the Weibull function in the ZEST pro-
cedures made them suboptimal, but simulations indicate that
the gain from using a correct slope is quite modest~10%–
20%!. So, despite the range of number of trials necessary for
different procedures~i.e., 18 for ZEST and ZEST2 to around
28 for each of three tracks—or about 85 in total—for UPD!,
there is no significant performance advantage to using more
trials within a single block using these procedures.

Given approximately equal efficiencies in terms of sweat
factors, one can then look to the number of trials required to
produce a threshold. In general, fewer trials are better. Atten-
tion can be a problematic issue for special listener popula-

tions ~e.g., infants, developmentally delayed, elderly! as well
as young, adult listeners. Long blocks and long times in the
testing apparatus can evoke boredom, promote inattention,
and diminish listeners’ compliance. In addition, the highly
accurate threshold with low variance that, in theory, should
be obtained with long blocks may not materialize. Compari-
sons between simulations and experimental results indicate
that across-block variance diminishes the reliability of the
DLDL’s measured by any of the procedures. To the extent
that this across-block variance cannot be controlled, spend-
ing a large number of trials on a highly accurate measure-
ment in a single session probably has limited utility. Listen-
ers’ performance is characterized more reliably by obtaining
less accurate measurements across a larger number of blocks.
So, the ‘‘fewer trials are better’’ mantra is further reinforced
by the combined advantages to the listeners’ comfort and the
possibility of averaging multiple thresholds taken in the
same clock time as a single long block.

Although efficiency and number of trials are important
considerations for choosing among psychometric procedures,
more qualitative criteria might also affect the choice. Two
examples here are the number and types of assumptions re-
quired for a procedure, and the flexibility of the algorithm
embodied in the method. For example, an often-heard claim
is that up–down methods require few assumptions about the
shape of the underlying psychometric function apart from
monotonicity. They can readily be used for stimuli and tasks
for which no prior information is available. However, an
up–down method must still have starting rules and progres-
sion rules, each of which embodies certain assumptions
about the probable values of threshold and the slope of the
psychometric function because the reliability of the measure-
ment depends on relations among the values of the first
stimulus, the step size, the slope of the psychometric func-
tion, and the threshold. Nevertheless, the datum definition
can be simple and straightforward, without explicit reference
to the underlying psychometric function. The MML and
ZEST procedures, on the other hand, require more assump-
tions about the shape and placement of the underlying psy-
chometric functions. The MML method requires the two di-
mensions of the initial search space to be specified~i.e.,
false-alarm rates and midpoints! plus an estimate of the slope
of the psychometric function. The ZEST method requires a
number of fixed parameters to be set with reasonable preci-
sion~e.g., false-alarm, miss rate, and slope of the psychomet-
ric function!, as well as an initial guess as to the probable
value of threshold. So, if one has little or no information
about the task under study, UPD may be preferable. How-
ever, in practice, it is rare to be confronted by a problem
without any prior information ~e.g., from the literature!.
Even if that information were suboptimum, it would seem
wasteful not to use it. Theoretical studies of both MML
~Green, 1993, 1995! and ZEST~King-Smith et al., 1994!
show that errors in slope estimation and other parameters can
have relatively little effect on the results. The latter result is
supported by the favorable performance of ZEST and by
simulations in the present study. While a little bit of knowl-
edge might be dangerous in some situations, it is a good
thing with psychophysical procedures. Crude information
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and even ‘‘best guesses’’ of parameter values may suffice,
which should make a reasonable implementation of ZEST
possible in many situations. Thus, ZEST may help experi-
menters take maximum advantage of existing knowledge.

Flexibility ~and, in concert, understandability! rounds
out the criteria for comparing procedures. UPD can be ap-
plied to a variety of paradigms~e.g., yes–no, 2AFC, 3AFC!,
is conceptually simple to understand and implement, and has
a clear algorithm for converging on different percentages of
correct responses~or different values ofd8). In fact, Kaern-
bach’s~1991! weighted up–down procedure allows targeting
any point on the psychometric function. The MML proce-
dures were originally designed for, and so far have primarily
been implemented with, ‘‘yes–no’’ paradigms. Although
there has been at least one study successfully combining a
2AFC paradigm with MML~Dai and Green, 1992!, the gen-
erality of the method to different paradigms remains uncer-
tain until further theoretic or empiric studies are done. If
short MML implementations are feasible only with yes–no
paradigms, MML may not be well suited for subtle tasks that
are subject to variations in the listeners’ response criteria. In
addition, the algorithm is computationally intensive and
more difficult to understand than UPD. The ZEST method
apparently has enough parameters to be applicable to a wide
variety of paradigms and arbitraryd8 convergence points.
For example, simple adjustments to the false-alarm and miss-
rate parameters allowed the ZEST method to produce reason-
ably efficient measurements with both a yes–no paradigm
and a 2AFC procedure paradigm. Both the ZEST~yes–no!
and ZEST2 ~2AFC! procedures performed well with the
level discrimination task. However, the ZEST method is also
computationally more intense and complicated than UPD.

On balance, it seems that both ZEST and UPD are ex-
cellent choices. Both are flexible, robust, and efficient, but
they offer slightly different trade-offs between simplicity of
implementation and measurement speed. UPD is easy to
implement, but it apparently requires more trials than ZEST
to obtain reliable convergence. ZEST, on the other hand, is
somewhat more complex to implement but appears to con-
verge reliably in a small number of trials.

V. CONCLUSIONS

The present experiment investigated five different psy-
chophysical procedures for measurement of difference li-
mens for level. The procedures encompassed two paradigms
~cued yes–no and 2AFC! and three methods~UPD, MML,
and ZEST!. The results show the following.

~1! For subtle tasks like level discrimination, the 2AFC
paradigm holds many advantages over yes–no. In par-
ticular, the performance of yes–no procedures may be
severely diminished by variability in the listeners’ re-
sponse criterion.

~2! UPD combined with 2AFC holds its place as the ‘‘refer-
ence procedure’’ of psychometric procedures. Its per-
formance is very good and its relatively large number
of trials could be reduced with little or no loss in effi-
ciency.

~3! MML did not perform well in the present study, in part
because we used an excessively large range of midpoints
for the candidate psychometric functions. To the extent
that MML works best with a yes–no paradigm, it may
not be a good choice for subtle tasks.

~4! ZEST combined with 2AFC seems to provide an excel-
lent combination of reliability, performance, and flexibil-
ity and should be considered as a prime candidate for the
procedure of choice.

~5! Simulations are not reality. Simulations using a static
psychometric function to model listeners failed to re-
produce major features of the present results. The perfor-
mance of all procedures is affected by across-block vari-
ance. This is especially true for yes–no procedures,
whose performance is likely to be diminished consider-
ably by variability of the listeners’ response criterion.
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trials used for UPD in this study. However, the data files for six of the nine
listeners were recovered; an analysis of these files yielded averages of 82.3
trials for 10-ms tones at 30 dB SPL, 82.6 trials for 10-ms tones at 90 dB
SPL, 82.9 trials for 500-ms tones at 30 dB SPL, and 91.0 trials for 500-ms
tones at 90 dB SPL.

2Note that the catch trials were not used to compute false-alarm rates di-
rectly, but rather were used to provide data that let the MML procedure
converge on an estimate for the false-alarm rate with some certainty. This
number of catch trials is in accordance with prior studies from this labora-
tory ~e.g., Florentineet al., 2001! and follows the procedures used by
Green~1993!.

3Note that the initialt does not really represent our best guess of the true
distribution of difference limens. The original description of the ZEST
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threshold. In this study,t was actually chosen to be easily detectable rather
than the most likely difference limen. In particular, the initialt for each
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The effect of speaking rate variations on second formant~F2! trajectories was investigated for a
continuum of rates. F2 trajectories for the schwa preceding a voiced bilabial stop, and one of three
target vocalic nuclei following the stop, were generated for utterances of the form ‘‘Puta bV here,
where V was /{/, /,/ or /Ç(/. Discrete spectral measures at the vowel-consonant and consonant-vowel
interfaces, as well as vowel target values, were examined as potential parameters of rate variation;
several different whole-trajectory analyses were also explored. Results suggested that a discrete
measure at the vowel consonant~schwa-consonant! interface, the F2off value, was in many cases a
good index of rate variation, provided the rates were not unusually slow~vowel durations less than
200 ms!. The relationship of the spectral measure at the consonant-vowel interface, F2 onset, as well
as that of the ‘‘target’’ for this vowel, was less clearly related to rate variation. Whole-trajectory
analyses indicated that the rate effect cannot be captured by linear compressions and expansions of
some prototype trajectory. Moreover, the effect of rate manipulation on formant trajectories interacts
with speaker and vocalic nucleus type, making it difficult to specify general rules for these effects.
However, there is evidence that a small number of speaker strategies may emerge from a careful
qualitative and quantitative analysis of whole formant trajectories. Results are discussed in terms of
models of speech production and a group of speech disorders that is usually associated with
anomalies of speaking rate, and hence of formant frequency trajectories. ©2003 Acoustical
Society of America.@DOI: 10.1121/1.1572142#

PACS numbers: 43.70.Fq, 43.70.Bk@AL #

I. INTRODUCTION

Formant frequency data have an important history and
role in speech production research. Most frequently, target
values extracted from a single point in time within a vocalic
nucleus have been used as acoustic representations of vowel
categories~Fant, 1960; Sussmanet al., 1998!. Whereas there
may be some debate about which point in time should be
used to represent these targets, or even if the concept of a
target is useful at all~Strange, 1989; Hillenbrandet al.,
2001!, formant frequencies measured in this way have served
the field well. They have been related systematically to ar-
ticulatory variables~e.g., Ladefogedet al., 1978; Perkell and
Nelson, 1985!, are known to be relevant to the perception of
vowel categories~see review in Nearey, 1989!, and may pre-
dict speech intelligibility in both neurologically normal
speakers and speakers with certain speech disorders~Brad-
low et al., 1996; Turneret al., 1995; Weismeret al., 2000!.
Formant frequencies also contribute in an important way to
the definition of speaking clearly~Pichenyet al., 1986! and
the influence of phonological systems on certain aspects of
speech production~e.g., Manuel, 1990!.

There appear to be reasons, however, to supplement

these target values with more complete representations of
formant trajectories throughout a vocalic nucleus~for the
purposes of this report, we define a formant trajectory as the
time history of a particular formant frequency, extending
from the first to last glottal pulse of a vocalic nucleus!. For
example, statistical and human categorization of vowels may
be improved with some representation of trajectory informa-
tion, as compared to the single-point measures described
above ~Hillenbrand and Gayvert, 1993; Hillenbrandet al.,
2001; Watson and Harrington, 1999!, and trajectory informa-
tion has been shown to be useful and perhaps critical in
speech perception~Strange, 1989!. In terms of speech pro-
duction, formant trajectories may be used to infer time-
varying changes in vocal tract configuration~Stevens, 1998!,
and are sensitive indicators of the speech production deficit
in motor speech disorders~Weismer et al., 1988, 1992,
1995!. One particular parametrization of formant trajectories,
locus equations~Sussmanet al., 1998!, has been claimed to
have great relevance to both speech production and percep-
tion, and the influence of experimental variables such as
speaking rate and stress on formant trajectories has direct
relevance to gesture theories of speech production~Browman
and Goldstein, 1992a; and see Tjaden and Weismer, 1998!.

Surprisingly, there are few data on the characteristics of
formant trajectories, their stability across speakers, vocalic
nucleus types, and contexts, as well as across the various
manipulations often used in speech production experiments
~such as rate and stress!. An early attempt to model formant
trajectories was reported by Stevenset al. ~1966! who ex-

a!Portions of this work were presented previously in ‘‘An acoustic model of
gesture overlap: further studies,’’ 134th meeting of the Acoustical Society
of America, San Diego, CA, Fall 1997, and ‘‘Effects of speaking rate on
vowel formant trajectories,’’ 140th meeting of the Acoustical Society of
America, Newport Beach, CA, Fall 2000.

b!Electronic mail: weismer@waisman.wisc.edu
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plored the effects of consonantal environments on vowel tar-
get undershoot and transition characteristics in CVC syl-
lables. Stevenset al. ~1966! fit parabolas to vocalic
trajectories extracted from CVC frames spoken by three
speakers and reported several interesting and by-now well-
known vowel and consonant effects; these investigators also
alluded to some fairly substantial speaker effects even when
identical CVC sequences were produced. Broad and Fertig
~1970! performed an extensive analysis of the C/I/C produc-
tions of a single speaker and demonstrated that the formant
trajectories are at any single point throughout their course the
sum of effects from the preceding and following consonants,
with the magnitude of the effects of the respective conso-
nants increasing or decreasing with time elapsed~or remain-
ing! from ~to! the consonant boundary.

The systematic nature of the formant trajectories studied
by Stevenset al. ~1966! and by Broad and Fertig~1970!
suggested the possibility of a general set of rules for gener-
ating many different kinds of trajectories from the study of
just a few, but Broad and Clermont~1987! found such rules
elusive, even in the best case of VC transitions@see Broad
and Clermont 2002, for rules that relate vowel formant fre-
quenciesacross a vowel setat any point in time throughout a
vowel nucleus in a given context; the effect of speaking rate
variation on such rules remains unknown#. Pitermann’s
~2000! review of acoustic and perceptual investigations of
formant transitions also describes the failure of a number of
studies to find general transition rules for human production,
perception, machine classification, and/or recognition.

To the extent that formant transitions are good represen-
tations of the time-varying vocal tract geometry, their careful
study may bear on important theoretical issues in speech
production, despite the difficulties mentioned above. More-
over, it could be useful to identify and possibly understand
the variables responsible for the difficulty of specifying
simple rules for the transformation and/or scaling of formant
trajectories. There are several candidate variables that are
relatively easy to identify, based on previous work. First, it is
clear that the same phonetic sequence may reveal different
trajectory characteristics across speakers~Tjaden and Weis-
mer, 1998!. Moreover, the speaker variation for a given tra-
jectory may be amplified when experimental manipulations
~e.g., stress, rate, clear speech! are used to investigate inter-
esting theoretical issues. For example, rate variations have
been shown in certain cases to result in vowel reduction
~Lindblom, 1963!, to produce varying patterns of coarticula-
tion ~Gay, 1978; Tjaden and Weismer, 1998!, and to differ-
entially affect the onglide, offglide, and transition compo-
nents of diphthongs~Gay, 1968, but see Dolan and Mimori,
1986!. The generality of these findings is unknown, however,
and has not been based on either multiple speakers or a suf-
ficiently dense time sampling of the formant trajectories~but
see Clermont, 1993! or of the speaking rate continuum. The
second variable is vocalic nucleus type, investigated by
Broad and Clermont~1987! in a limited way. Here there are
two relevant questions:~1! are trajectories transformable
across different vocalic nucleus types, and~2! do the trajec-
tories associated with these different types react to experi-
mental manipulations in the same way?

For example, variations in the overlap of adjacent con-
sonant and vowel gestures~Saltzman and Munhall, 1989;
Browman and Goldstein, 1992a!, induced by stress and/or
rate manipulations, should be reflected in the extent to which
pieces of formant trajectories in the region of the consonant-
vowel interface are either revealed or obscured. This reason-
ing has been used to infer the ‘‘breaking apart’’ of successive
vocal tract gestures in motor speech disorders via analysis of
formant trajectory onset and offset frequencies, time delays
from consonant release to the major transitional component
of the vocalic nucleus, and slopes of major transitions~e.g.,
Liss and Weismer, 1992; Weismeret al., 1995!. Because
many motor speech disorders are characterized by speaking
rate anomalies, however, the natural influence on formant
trajectories of rate variation may be confounded with the
effects on speech production of neurological disease.

The current investigation explores the effect of speaking
rate variation on formant trajectories for three different vo-
calic nuclei in constant phonetic context. Whereas Tjaden
and Weismer ~1998! reported preliminary evidence of
nucleus-specific effects, their speech sample was not suffi-
ciently well controlled~that is, vowel nucleus type was con-
founded with word-initial consonant! and therefore pre-
vented straightforward interpretation of specific effects. A
second purpose of the present investigation was to explore
different approaches to the analysis of formant trajectories.
As described above, several different parametrizations of for-
mant trajectories have been described~Stevenset al., 1966;
Broad and Clermont, 1987; Pitermann, 2000!, but there is
little work on the representation of formant trajectory varia-
tion with changes in speaking rate.

II. METHODS

A. Participants

Six speakers, three females and three males, were re-
cruited for the experiment. All six speakers were either stu-
dents or staff at the University of Wisconsin—Madison. The
speakers ranged in age from 21 to 40 years, and had dialects
typical of the Upper Midwestern part of the United States
~Wisconsin, Minnesota, Iowa!. None of the speakers had a
history of speech, language, or hearing pathology, and all
speakers demonstrated the ability to grade their speaking rate
before data were collected~see Tjaden and Weismer, 1998!.

B. Graded rate task

Each speaker completed a graded speaking rate task in
which the rate of production of a target phrase was increased
~or decreased! gradually within blocks of four repetitions.
The task was described and modeled for each subject by the
experimenter prior to data collection. Subjects were told to
produce the first repetition of each block at a self-determined
habitual speaking rate and then to increase~or decrease! their
rate with each of the remaining repetitions in the block so
that they reached their self-determined fastest~or slowest!
speaking rate with the fourth repetition. A simple schematic
providing a graphical illustration of the task was placed in
each subject’s view throughout data collection. The task re-
quired subjects to alternate between blocks of increasing rate
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~‘‘up’’ blocks ! and blocks of decreasing rate~‘‘down’’
blocks!. For the blocks of progressively decreasing rate, the
experimenter cautioned subjects not to increase the pause
time between words to achieve slower speaking rate. This
technique for eliciting rate variation has been used success-
fully in previous experiments~Byrd and Tan, 1996; Tjaden
and Weismer, 1998!.

Subjects rehearsed the graded rate task before data col-
lection began. Since the objective was to collect a series of
repetitions that would generate a fairly wide and more or less
continuously populated range of speaking rates, consistency
among rate extremes~fastest and slowest rates! or among
‘‘habitual rate’’ tokens across repetition blocks was not im-
portant. The experimenter required only that the repetitions
within a block varied by rate. Accordingly, when a subject
demonstrated in the rehearsal blocks perceptible rate varia-
tion across repetitions, proficiency with the task was con-
firmed and data collection was initiated. All subjects were
able to demonstrate task proficiency with no more than 10
min of rehearsal.

After data collection had been initiated, repetition blocks
in which perceptible rate variation did not occur, or in which
speaking rate was altered by pause time, were noted by the
experimenter and later withdrawn from further data process-
ing. Immediately following unsatisfactory repetition blocks,
subjects were reminded to increase~or decrease! speaking
rate with each repetition or to refrain from altering speaking
rate by modifying pause time. Each subject continued to re-
peat a target phrase until 40 satisfactory blocks~20 ‘‘up’’ and
20 ‘‘down’’ ! had been produced. Consequently, 160 accept-
able repetitions of each target phrase were produced by each
subject. All subjects were able to produce the necessary rep-
etitions of the three target phrases analyzed for this study in
a single session of data collection lasting no more than 45
min. Subjects were given frequent breaks from the task and
drinks of water to minimize fatigue.

The data were recorded in a sound-attenuated booth us-
ing a Shure SM-58 dynamic microphone and a Tascam Digi-
tal Audio Tape recorder with a 44.1-kHz sampling rate and
16-bit quantization level. The subjects were seated at a table
on which the microphone rested in a short stand. Mouth-to-
microphone distance was maintained within a range of ap-

proximately 6 to 12 in. throughout data collection.

C. Target phrases and acoustic analysis

The target phrases produced for this investigation were
comprised of monosyllabic target words embedded in the
carrier phrase ‘‘put a here’’ ~/!vT. *{./!. The three target
words consisted of an initial voiced bilabial stop /"/ followed
by the high front vowel /{/, the low front vowel /,/, or the
diphthong /Ç(/. The monophthongs were followed by word
final voiced stops, creating comparable real word tokens; the
diphthong was left open to do the same. The resulting target
phrases, ‘‘put a bead here,’’ ‘‘put a bag here,’’ and ‘‘put a boy
here,’’ were written on note cards and laid in view of the
subjects during data collection. No specific directions were
given with respect to stress placement. However, all experi-
menter models were produced with primary stress on the
target word. All subjects followed these examples when pro-
ducing the experimental utterances, placing primary stress on
the target word. The three vocalic nucleus types were chosen
to sample a range of vocalic articulations, and especially to
include one nucleus~/~|/! that typically has a relatively com-
plex acoustic pattern in the Upper Midwest dialect, and one
diphthong~/Ç{/! typically having extensive change in F2. For
the present analysis, the initial consonant of the target word
was limited to /"/ to allow maximum freedom between the
consonant and vowel gestures in responding to rate changes.

After the utterances had been collected on DAT, they
were redigitized on a laboratory computer at 22.05 kHz~16
bit! using the program Cspeech~Milenkovic, 1994! in con-
junction with a Sound Blaster 16 audio card. The waveforms
were truncated to include the segments of interest, extending
from the onset of the neutral vowel /./ to the offset of the
target vowel~/{/, /,/, or /Ç(/!. Figure 1 shows a spectrogram
of one of the utterances, with the formant tracks and mea-
sures that were the basis of the analysis described below. An
LPC-based formant tracking algorithm in Cspeech was used
to mark the first three formants at 5-ms intervals over the
vocalic segments of interest. These formant tracks were sub-
sequently hand corrected and smoothed using linear interpo-
lation to eliminate unrealistic variation in the calculated for-
mant frequencies between adjacent LPC estimates.

FIG. 1. Spectrogram of ‘Put a boy here,’ showing formant tracks and measured parameters.
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Using the resulting formant tracks, F2 values were ob-
tained at the offset of the schwa~F2off! and the onset~F2on!
of the target vowel. The beginning and end of each vowel
was identified by the first and last complete vertical striations
along the spectrogram that extended through F2; the F2off
and F2on values were extracted from the tracks at these
boundary points. Additionally, for each vocalic nucleus, a
‘‘target’’ F2 value ~F2tar! was measured. For the vowels /{/
and /,/, the target was defined as the maximum F2 value
along the track. For the diphthong /Ç(/, the target was defined
as the F2 value at the first point along the track where fre-
quency increased by at least 20 Hz over the preceding 20 ms
@i.e., the target was taken as the onset of the major, rising F2
transition, usually coincident with the lowest F2 value along
the trajectory; see Watson and Harrington~1999! for similar
measurement conventions#.

For the present study, observations were confined to F2
for several reasons. First, previous work~Tjaden and Weis-
mer, 1998! suggests that F2 trajectories are very sensitive to
rate variation, and that the observed effects may not gain in
interpretability from inclusion of F1 and F3 data. Second, F2
is known to be more sensitive to context effects than F1 and
F3 ~Stevens and House, 1963!. Finally, the large volume of
data for a single formant trajectory produced many times by
six speakers precludes presentation and discussion of addi-
tional tracks. F1 and F3 may indeed turn out to provide in-
sight to rate effects on formant trajectories, but this question
will have to await a future study.

The measures described above are shown in Fig. 1 for a
production of ‘‘boy.’’ The duration of each target vocalic
event~hereafter referred to as ‘‘vowel duration’’ for simplic-
ity! was recorded as an index of speaking rate. Also, the
duration of the transition from vowel onset to vowel ‘‘target’’
was calculated for each target vowel. Finally, the complete
formant track from each target vowel was saved for the
analysis of changes in formant trajectory shape as a function
of rate.

III. RESULTS

A. Reliability

Intrarater reliability estimates for the discrete spectral
measures of interest were made by comparison of replicate
measurements from 1 of the 160 token data sets~that is, from
a single female speaker!. The mean absolute differences be-
tween matched replicate tokens for F2off, F2on, and F2tar
were 69, 41, and 44 Hz, respectively. These values are con-
sistent with those reported in prior investigations~e.g.,
Tjaden and Weismer, 1998!. Mean absolute difference values
estimating interrater reliability were of similar magnitude.
The values obtained from a comparison of 40 matched rep-
licate tokens were 63, 42, and 55 Hz for F2off, F2on, and
F2tar, respectively. These measurement errors are not very
different from empirically derived estimates reported for
‘‘ideal’’ recording and measurement conditions~e.g., Lind-
blom, 1962; Monsen and Engebretson, 1983!.

B. Vowel duration

The graded rate task was designed to elicit a wide and
nearly continuous range of speaking rates. Table I provides
summary statistics on vowel duration by speaker and word.
Speaker gender is indicated by subscript. Interspeaker differ-
ences were most apparent at the extremes of the speaking
rate continua~see minimum and maximum values in Table
I!, and perhaps especially for the very slow rates. The most
extreme speaking rate tendencies were demonstrated by
speakers R and T.

The distribution of vowel duration data for a single
speaker/context is described by the leftmost bar~black fill! of
the histogram in Fig. 2, where the bins increase in duration
from left to right on the abscissa; each bin is 59 ms wide.
The positive skew of this distribution is typical of the data
from all speakers and contexts. The skewed distributions re-
flect the fact that the range of vowel durations between ha-
bitual and extreme fast rates of speech was smaller than the
range of vowel durations between habitual and extreme slow
rates.

C. Spectral distributions

Compared to the positively skewed distributions for
vowel duration, histograms of the discrete spectral measures
typically revealed more symmetrical distributions, with some
speakers/contexts demonstrating a tendency toward nega-
tively skewed distributions for F2tar~see Fig. 2, rightmost
@cross-hatched# bar in each bin!. To evaluate more directly
the covarying distribution characteristics of the temporal and
spectral measures, quantile-quantile plots were constructed.
These plots, such as the one shown in Fig. 3 for a single
speaker~speaker R!, allowed a direct comparison of the rela-
tive distributions of vowel duration and the spectral mea-
sures~Chamberset al., 1983!. The reference line in each plot
indicates the path along which the distributions would have

TABLE I. Descriptive statistics for vowel duration~ms! by context and
speaker. Speaker identification subscript~m or f! indicates speaker gender.

Context Speaker Mean
Standard
Deviation Minimum Maximum Range N

‘‘bead’’ Cm 275 192 70 745 675 160
Jm 150 66 40 420 380 160
Kf 324 143 135 775 640 160
Mf 226 153 85 710 625 160
Rm 352 337 75 1160 1085 160
Tf 272 72 150 510 360 160

‘‘bag’’ C m 346 237 135 1020 885 160
Jm 233 108 90 530 440 160
Kf 368 141 155 760 605 160
Mf 288 180 105 890 785 160
Rm 381 327 95 1275 1180 160
Tf 339 96 205 595 390 160

‘‘boy’’ C m 324 205 100 830 730 160
Jm 313 182 95 765 670 160
Kf 432 234 195 1090 895 160
Mf 274 147 95 685 590 160
Rm 452 383 95 1375 1280 160
Tf 427 131 220 705 485 160
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the same shape. The data shown in Fig. 3 are representative
of all speakers and contexts in the current investigation,
for whom quantiles fell below the reference line for
the shortest vowel durations, indicating a heavy positive
skew for vowel duration relative to the distribution of
each of the spectral measures. As vowel duration increased,
representing the more ‘‘habitual’’ speaking rates, quantile-
quantile relationships reveal an inflection associated
with ‘‘heaviest’’ portion of the spectral distributions. Finally,
in regions associated with the longest vowel durations,
the relative distributions tend to be identical, or differ by
an additive factor, running parallel to the reference line.
Taken together, these observations suggest that the quality
of the relationships between vowel duration and the spectral
measures may vary across different ranges of vowel
duration.

D. Effects of speaking rate on discrete spectral
measures

Regression analyses revealed that the relationships be-
tween speaking rate and the discrete spectral measures varied
widely with respect to speaker, context, and measure. Table
II documents the variation in spectral measures that was
explained by vowel duration as well as the variation in
F2on that was explained by F2tar. Linear fits were used
initially for all comparisons. Linear fits were replaced
by quadratic fits if this resulted in at least a 5% increase
in the explained variation. In Table II linear fits are marked
with a single asterisk, and quadratic fits are marked
with double asterisks. For the vowel duration-spectral
measures relationships, we arbitrarily designated anr 2

of 0.15 as worthy of attention, and note here that anr
50.40 or greater was taken as statistically significant with
a conservative alpha level ofp,0.001 (t@120#54.65, p
,0.001, is the critical value for eacht-test!. Figure 4
contains scatterplots and best-fit lines derived from the

regression analysis, which are representative of the full range
of results reported in Table II. In some of these scatterplots,
there appear to be two distributions of points, those for
vowel durations below 200 ms, and those for vowel dura-
tions above this value; this observation is taken up in the
discussion. The plots provide evidence that discrete spectral
measures can index rate effects for some speakers and con-
texts. However, the overall results suggest that no discrete
spectral measure can sufficiently index rate effects for all
speakers and all contexts.

The most promising parameter appeared to be F2off, for
which statistical significance was obtained in 12 of the 18
speaker/context subsets~five of these had significantly im-
proved fits when quadratic regression formulas were em-
ployed to fit the data!. Most of the nonsignificant effects
were associated with ‘‘boy;’’ five of six speakers had signifi-
cant effects for ‘‘bead’’ and ‘‘bag.’’1

The relationship between vowel duration and F2tar was
also inconsistent across speakers and contexts. Although the
magnitudes of explained variation tended to be somewhat
larger than those for F2on, no speaker or context provided
convincing evidence that F2tar measures can be used as a
sufficient index of rate effects.

Previous work~Tjaden and Weismer, 1998! suggested
that F2tar may affect F2on, thereby complicating its relation
to vowel duration. Analysis of F2tar–F2on relationships was
further motivated by the theoretical significance that has
been afforded these measures through work on locus equa-
tions ~Sussmanet al., 1998!. The relationship between these
two spectral parameters was most robust in the diphthong
context, revealing considerable effects for all speakers~Table
II !. In the ‘‘bead’’ context only one speaker demonstrated a
significant relationship, while the ‘‘bag’’ context revealed no
noteworthy effects.

FIG. 2. Distributions of temporal and spectral param-
eters. Bins are arranged along the abscissa from lowest
values~bin 1! to highest values~bin 10!. Bin widths for
vowel duration, F2off, F2on, and F2tar are 59 ms, 122,
34, and 38 Hz, respectively.
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E. Complete formant tracks

The entire formant time histories of all 160 tokens were
plotted for each speaker/context. The objective of this analy-
sis was to search for qualitative variations in formant move-
ment as a function of speaking rate that could be further
analyzed for measurable effects. Figure 5 shows the com-
plete formant tracks for all examples of each speaker saying
‘‘boy.’’ A striking feature of these plots is the tendency of
speakers to differentially alter three distinct portions of the
formant movement. Speakers T, M, and R appear to prima-
rily extend the duration of the plateau associated with F2on
as rate decreased. Speaker C appears to primarily extend the
duration of the plateau associated with the maximum F2
value as speaking rate changes. Speakers J and K appear to
utilize ‘‘hybrid’’ strategies, extending the F2on plateau and

altering the slope of the major diphthong transition. Quanti-
fication of these observations suggests a more complex pic-
ture.

One index of the slope of the major diphthong transition
is the maximum rate of change in F2. This is an instanta-
neous measure derived from the peak in the first derivative
of the F2 history. Unlike average rate of F2 change, it does
not require calculations involving transition duration, which
may be heavily coupled with vowel duration and, as a result,
vulnerable to the problem of part–whole correlation. The
variation in F2 maximum rate of change explained by vowel
duration is presented in Table III. All speakers demonstrate
robust relationships between vowel duration and F2 maxi-
mum rate of change. The magnitude of the variation ex-
plained by vowel duration appears to follow a pattern across

FIG. 3. Quantile-quantile plots for vowel duration and the three discrete spectral measures, for speaker R. The diagonal line shows the distributionof points
associated with equal shapes of the distributions for the two plotted parameters in each graph.
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speakers that is generally consistent with the qualitative ob-
servations made above. However, all speakers do appear to
change the slope of the major transition, albeit to varying
degrees, as they change speaking rate.

The variation in the duration of the first F2 plateau of the
diphthong explained by vowel duration is also presented in
Table III. Again, the relationships appear to be robust for all
speakers. From a quantitative perspective, all speakers ap-
pear to use ‘‘hybrid’’ strategies. What may distinguish speak-
ers is the relative effect of speaking rate on transition slope
versus ‘‘steady-state’’ duration. This conclusion implies that
some speakers may differentially alter the overall shape of
the formant movement as a function of speaking rate. The
behavior of these speakers cannot be accurately modeled as a
linear compression or expansion of some ‘‘idealized’’ for-
mant movement. It is still unclear, however, whether or not
speaking rate strategies are generalized across contexts. Un-
fortunately, the ‘‘bead’’ and ‘‘bag’’ contexts were not ame-
nable to the parametric analyses used for ‘‘boy.’’ F2 maxi-
mum rate of change was less systematically related to vowel
duration in these contexts and the definition of ‘‘steady-
state’’ components seemed far more arbitrary, given the lack
of reliable ‘‘elbows’’ in the formant trajectory. In response to
these limitations, an alternative approach to this analysis was
explored using time normalization.

F. Time normalized formant movements

An alternative approach to evaluating trajectory shape
variability for /,/ and /{/ is to analyze formant movements
that have been normalized with respect to time, using a con-
ventional normalization scheme. The formant histories for
each speaker/context were sampled at 20 points~number of
points chosen arbitrarily!, with the sampling rate of each
token reflecting a first-order linear relationship with vowel
duration@see Broad and Fertig~1970!, Broad and Clermont
~2002!, and Van Son and Pols~1992! for similar normaliza-
tion schemes#. For each speaker/context an ‘‘idealized’’ for-
mant movement was calculated from a subset of the data
associated with the speaker’s self-determined habitual speak-

ing rate. The graded rate task required speakers to begin each
‘‘up’’ and ‘‘down’’ block of repetitions at a self-determined
habitual rate. Each speaker produced 40 replicates for each
context at or near this habitual rate. In order to avoid outliers
among these 40 replicates, formant histories were selected
that had vowel durations falling within12 the standard devia-
tion above and below the mean vowel duration for all 40
replicates. An average of 11 replicates contributed to each
idealized trajectory. For each speaker/context the contribut-
ing ~time-normalized! formants tracks were averaged at each
of the 20 sample points, resulting in an estimated average-
habitual formant movement. Figure 6 shows time-normalized
formant tracks in black with the average-habitual~idealized!
formant movement superimposed as thin white trajectories.
For each speaker/context, the correlation between the ideal-
ized formant movement and each of the 160 time-normalized
formant tracks was calculated. These correlations were plot-
ted as a function of vowel duration and interpreted as an
index of formant shape change as a function of speaking rate.
For example, correlations remaining near unity across the
range of vowel durations would suggest that a particular tra-
jectory retained its shape across speaking rate. Significant
vowel duration-trajectory correlation functions, on the other
hand, would indicate shape change as a function of speaking
rate.

Table IV lists the variation in F2 correlation explained
by vowel duration for each speaker/context. Noteworthy re-
lationships are presented as scatterplots in Fig. 7. In this
figure, points associated with formant tracks that contributed
to the definition of the average-habitual formant movement
are marked with white crosses. Overall, the method of analy-
sis appears to be consistent with the parametric analyses of
the ‘‘boy’’ context, suggesting that three speakers show a
greater tendency to change the shape of F2 as a function of
speaking rate. These same three speakers demonstrate the
most robust relationships in the ‘‘bag’’ context. There ap-
pears to be little evidence of a relationship between formant
shape and speaking rate for any of the speakers in the
‘‘bead’’ context. This conclusion is based on the observations

TABLE II. Variance accounted for (r 2) by regression functions for pairs of variables listed in first column.
Significant comparisons are indicated by single asterisk for a linear regression fit, and double asterisks for a
quadratic regression fit. Empty cells indicate nonsignificant effects.

Parameters Context

Speaker

Cm Jm Kf Mf Rm Tf

Vowel duration ‘‘bead’’ ** 70% * 29% * 30% * 22% ** 64% * 54%
versus ‘‘bag’’ ** 67% * 52% * 33% ** 44% ** 62%
F2off ‘‘boy’’ * 53%

Vowel duration ‘‘bead’’ * 15% * 39%
versus ‘‘bag’’
F2on ‘‘boy’’

Vowel duration ‘‘bead’’ * 28% ** 53%
versus ‘‘bag’’ * 22% * 42% * 19%
F2tar ‘‘boy’’ ** 22% * 20% ** 25%

F2tar ‘‘bead’’ * 38%
versus ‘‘bag’’
F2on ‘‘boy’’ * 77% ** 65% * 56% * 75% ** 36% * 32%
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that the correlations between the prototype and the tokens
did not appear to change as a function of vowel duration.

IV. DISCUSSION

The present study used a graded rate task to generate a
continuum of speaking rates and to observe the resulting
effects on selected spectral measures as well as on qualitative
characteristics of formant time histories. Graded rate tasks

have been used previously~Tjaden and Weismer, 1998; Byrd
and Tan, 1996! and result in a substantially more complete
sampling of the rate continuum as compared to experiments
in which two or three categories@e.g., habitual versus fast;
habitual versus slow; see for example Adamset al. ~1993!
and Shaiman~2001!# are used to study rate effects. An inter-
esting feature of the continua elicited in the present experi-
ment is that several of the dependent spectral measures are

FIG. 4. Scatterplots showing selected relationships of vowel duration and spectral measures, and of F2tar and and F2on.
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clearly not distributed across rate in a continuous fashion, as
shown by quantile-quantile plots~Fig. 3! and scatterplots
~Fig. 4!. The breaks in the functions, such as the one relating
speaking rate to F2off~Fig. 4!, have implications for theories
of speech production as well as the use of rate as an experi-
mental variable in speech production experiments.

A. F2off and speaking rate

The most systematic effects were found for the relations
between vowel duration and F2off. The F2off value varied
significantly with speaking rate for ‘‘bead’’ and ‘‘bag,’’ as

indicated by the significant regression functions. These best-
fit functions were often quadratic~Fig. 4!, but the plots can
also be described as having two distinct populations of
points. One population, associated with vowel durations in
the 0–200-ms range, shows a steeply sloped column of
points along the F2off axis, with longer vowels associated
with lower F2off values~e.g., subject ‘‘R’’ ‘‘bead,’’ and ‘‘C’’
‘‘bag’’ !. The spread of F2off values within this duration
range is quite large, typically on the order of 500 Hz~see
Fig. 4!. This spectral variation is roughly comparable to coar-

FIG. 4. ~Continued.!
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ticulatory effects of varying vowel environments on conso-
nant onset measures~i.e., F2on! reported by Recasens~1985!
@see a similar comment regarding the influence of rate on
F2on measures in Tjaden and Weismer~1998!#. The rate ef-
fect therefore appears to be a real coarticulatory effect, re-
flecting varying and apparently systematic degrees of phas-
ing between the V and C gestures.

At vowel durations greater than 200 ms, the F2off val-
ues are spread out across the duration continuum in a nearly
flat fashion, more or less at values found at the bottom of the

steep function for the 0–200-ms range. Whatever phasing is
realized at the longest vowel durations in the 0–200-ms
range, therefore, does not appear to be subject to further
modification by additional slowing of speaking rate. Thus the
quadratic functions shown in Fig. 4 are apparently the result
of a floor effect on the pulling apart of the vowel and con-
sonant gestures, perhaps like the boundary of a ‘‘phase win-
dow’’ ~Byrd, 1996!. The flattened distribution of the F2off
values beyond vowel durations of 200 ms is an acoustic
manifestation of this boundary.2 When the present acoustic

FIG. 5. Complete formant tracks for ‘‘boy,’’ as a function of vowel duration; moving from left to right on thex-axis represents increasingly slower speaking
rate.
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data are interpreted within the framework of coproduction
variations associated with different degrees of gesture phas-
ing, the potential for continuous phasing~Byrd, 1996; Saltz-
man and Byrd, 2000! may have validity when vowel dura-
tions are less than 200 ms, but not at durations above this
value. Very slow speaking rates, therefore, may produce ar-
ticulatory behavior qualitatively different from the behaviors
observed in the habitual-fast rate range~Adamset al., 1993;
Shaimanet al., 1997!. More specifically, rate variations that
cover a range of very slow rates may induce behaviors that
are not representative of rate variations within a more ‘‘nor-
mal’’ range. The straightforward acoustic effects predicted by
coproduction models are not reflected in the present data at

FIG. 6. Time normalized formant
tracks with average-habitual formant
tracks, the latter shown as thin
white lines within the multiple black
trajectories.

TABLE III. Variance accounted for (r 2) by vowel duration for measure of
F2 maximum rate of change and duration of the first plateau for ‘‘boy.’’

Measure

Speaker

Cm Jm Kf Mf Rm Tf

F2
maximum
rate of
change

84% 91% 84% 60% 80% 65%

Duration
of the first
plateau

58% 77% 77% 62% 72% 78%
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very slow speaking rates. This observation may be important
for experiments in which extremely slow rates, where vowel
durations clearly exceed 200 ms, are used to make theoretical
points concerning the linear sliding of gestures and their
blending and superposition~e.g., see Munhall and Lo¨fqvist,
1992!.

The ‘‘bottomed out’’ F2off values can be thought of as
nearly ‘‘pure’’ bilabial loci. Within the 0–200-ms range there
is a continuous variation of coarticulatory effects, down to
the ~slow-rate! limit of gesture phasing where the vocal tract
configuration for the schwa is minimally affected by the
vowel on the other side of the stop. Tongue movements in
relation to and during the /"/ closure interval should show

TABLE IV. Variation in F2 shape correlation explained by vowel duration.
Large values indicate those cases in which the trajectory shape was depen-
dent on vowel duration, indicating shape change with rate; values close to
zero indicate shape preservation across rate.

Speaker

Word

‘‘bead’’ ‘‘bag’’ ‘‘boy’’

Cm 2% 22% 63%
Jm 2% 5% 2%
Kf 0% 4% 8%
Mf 14% 11% 34%
Rm 9% 77% 55%
Tf 3% 8% 1%

FIG. 6. ~Continued.!
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corresponding changes with rate. Lo¨fqvist and Gracco
~1999! describe some data~see also Engstrand, 1988! rel-
evant to this issue, in the form of lingual motions during the
closure intervals of bilabial stops in VCV sequences. In the
majority of VCV sequences they studied, such as /~"{/, /{"É/,
and /{"~/, Löfqvist and Gracco~1999! found that over half
the tongue motion from the first to second vowel took place
during the bilabial stop closure interval. These tongue mo-
tion paths did not appear to be perturbed by the onset or
offset of the closure, but rather gave the appearance of con-
tinuous trajectories occurring ‘‘under cover’’ of the labial
closure.

For the present data, the tongue motion paths shown in
Fig. 8 for the target VCV sequence in /!v#."{$*(./, modeled
after the plots of Lo¨fqvist and Gracco~1999, e.g., their Fig.
2, pp. 1868–1869!, illustrate how rate might affect the rela-
tive phasing of the vowel and consonant gestures and hence
the F2off value at the VC boundary. Three tongue trajectories
are shown, one for a very fast production~right-most arrow-
head!, the second for a slow-habitual~vowel duration close
to 200 ms! production~middle arrowhead!, and the third for
a very slow~vowel duration.200 ms! production~left-most
arrowhead!. The three trajectories should be considered as
derived from the same front pellet~or receiver! motion; they

are arrayed horizontally for illustration purposes only. The
beginning of each trajectory corresponds in time to the first
glottal pulse of /./, the end~the tip of the arrowhead! to the
glottal pulse at which the highest F2 value for /{/ is first
reached. The tongue shape for /./ and the palate shape have

FIG. 7. Scatterplots demonstrating the relationship between vowel duration and trajectory prototype correlations. White crosses in the plots~confined to the
upper left quadrant of each plot! indicate formant tracks that contributed to the definition of the average-habitual formant movement.

FIG. 8. Schematic tongue trajectories for three speaking rates; see text for
additional details.
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been estimated from a single speaker in the x-ray microbeam
database~Westbury, 1994!. The rightmost path, which sche-
matizes a very fast production, shows the pellet trajectory
starting somewhat above the /./ shape and finishing close to
the hard palate, with the onset of the closure interval, indi-
cated by the horizontal line crossing the trajectory, approxi-
mately 1

3 of the way up the path. The F2off value will, in this
situation, be raised in the direction of the F2 ‘‘target’’ value
for /{/, reflecting substantial coarticulation with the transcon-
sonantal vowel. The middle or slow-habitual trajectory is
somewhat longer than the fast trajectory but has roughly the
same proportional phasing of the onset of the closure interval
relative to the overall pathway length. The lengthening is
primarily a result of a lower jaw/tongue position at the start
of the tongue path, a little above the schwa configuration.
For this production at the slow end~;200 ms! of the ha-
bitual rate range the F2off will be close to the ‘‘pure’’ bila-
bial locus mentioned above~see van Bergem, 1994, p. 159!.
As rate is changed between these first two examples the
phasing of the lingual and labial gestures will change more
or less continuously but their proportional timing will be
roughly maintained. This is because the scale of the move-
ment is modified, suggesting that rate-induced changes in
gesture overlap must account for changes in movement scale
as well as timing. Roughly the same thing will happen for
tongue paths at very slow rates~leftmost arrow!, where the
trajectory distance will be greater still but the proportional
phasing of the closure onset will result in an F2off much like
that observed for the 200-ms rate. For even slower rates the
F2off will remain roughly at this value, of course, only if the
phonetic characteristic of the schwa is acceptable as schwa
~or perhaps /#/!. The current speakers typically produced the
vowel preceding the /"/ as an unambiguous /./ at the fast and
habitual rates, and in some cases as a slightly lowered /#/ at
the very slow rates, but they did not produce the vowel as,
for example, /Ä/.

The acoustic manifestations of such articulatory behav-
ior are exemplified in Fig. 9, where sets of formant trajecto-
ries for habitual-rate~left panel! productions of /."{/ ~from
‘‘Put a beadhere’’! can be compared to sets for very slow

rate~right panel! productions. These data are from one of the
speakers who showed significant regression functions for
vowel duration and F2off~Table II, speaker T!. Clearly the
slow-rate productions pull the schwa F2 trajectory to an end-
point that is very much like that expected from the classical,
‘‘neutral’’ F-pattern, whereas the habitual-rate schwa F2 end-
points are much higher, reflecting the influence of the
transconsonantal /{/. Note the similarity across rates of the F2
trajectories for /{/, and especially the virtual identity of the
‘‘target’’ values corresponding to the equivalent tongue-path
endpoints across rate, shown in Fig. 8. This acoustic example
highlights the changing scale across rates of the underlying
vocal tract adjustments, and by inference the movements af-
fecting those adjustments, and demonstrates the importance
of scale in a theory of coarticulation/coproduction. Whereas
it has been shown previously that schwa is sensitive to the
coarticulatory effects of phonetic context and stress~e.g.,
Browman and Goldstein, 1992b; van Bergem, 1994; Magen,
1997!, the specific effects of rate variation on schwa have not
been well studied. Interestingly, the rate-induced acoustic ef-
fects on schwa shown in Fig. 9 are only slightly less in
magnitude than the phonetic context effects on F2 of schwa
reported by van Bergem~1994!. Presumably both rate and
context effects such as these can ultimately be jointly ex-
plained, perhaps by an elaboration of the simple articulatory
model shown in Fig. 8.

It is not clear why the F2off-vowel duration functions
are typically so weak for /"Ç(/. The one subject with a sig-
nificant function~Table II, speaker T! produces it in the di-
rection of the bilabial locus, but the scatterplot does not show
the two data ranges discussed above, possibly because there
are essentially no vowel durations less than 200 ms. This
speaker produced the longest minimum vowel and diphthong
durations in the experiment, and so perhaps the significant
effect is tied to her particular operating range for vocalic
durations. This does not explain, however, why her /"Ç(/
F2off-vowel duration function is not characterized by
bottomed-out F2off values around 200 ms. Rather, the func-
tion shows a fairly linear decrease in F2off values from about
1.6 to 1.1 kHz over a diphthong duration range of 200–700

FIG. 9. Formant tracks for schwa plus target vowel in two rate categories—habitual~left panel! and slow~right panel!.
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ms. Interestingly, the bottomed-out values of about 1.1 kHz
are quite similar to the lowest F2off values in thebeadand
bag functions shown in Fig. 4.

B. F2on and speaking rate

Significant F2on-vowel duration functions were much
less frequent than significant F2off-vowel duration functions
and, when they occurred, generally accounted for relatively
small amounts of shared variance. Like the F2off-vowel du-
ration data, several of the F2on-vowel duration plots re-
vealed a split between the behavior of the data below and
above vowel durations of 200 ms~see also Tjaden and Weis-
mer, 1998!. It is unclear why F2on is not as effective as
F2off in reflecting the phasing of successive articulatory ges-
tures, but one possibility is that the kinds of pellet trajecto-
ries shown in Fig. 8 are not, when displayed as a function of
time, linearly scalable across speaking rate variations~i.e., at
slow rates tongue motions during the stop closure interval
may not be a smoothly changing function of time!. This
would complicate the relationship between F2on and speak-
ing rate, as would rate-related changes in the closure dura-
tion. Articulatory observations of these kinds of tongue mo-
tions, together with closure duration measurements, are
needed to resolve this issue.

C. Formant trajectory shapes

The redundancy inherent in the speech-acoustic signal
allows speakers great individual latitude in their use of ar-
ticulatory strategies. A tendency that has been observed in a
subset of the current data, toward changing the basic topol-
ogy of the formant movement, appears to be a function of
both speaker and context. Changes in the shape of the acous-
tic realization of a segment may create difficulties for
acoustic-domain models that assume a fixed gestural form.
Highly parametric~and parsimonious! models may be con-
cerned only with changes in F2on and F2tar values as a
function of speaking rate. However, some of the speakers
analyzed in this study have demonstrated that, in certain con-
texts, the shape of the acoustic movement between F2on and
F2tar may be the primary aspect of the signal that is affected
by rate change, with little or no explainable variation in con-
ventional parametric measures. Clearly, the experimental ma-
nipulation of speaking rate may produce effects on formant
trajectories that depend on both speaker and type of vocalic
nucleus.

Qualitative changes in behavior, as a function of rate,
were also observed by Adamset al. ~1993! in their kinematic
data. Movement velocity histories of the lower lip and
tongue were analyzed for five speakers producing approxi-
mately five speaking rates. Adamset al. ~1993! reported a
tendency for speakers to produce movements at faster rates,
for a particular phonetic gesture, characterized by a single,
predominant velocity peak. Slower rate productions for the
same gesture appeared to involve submovements, character-
ized by multiple, lower magnitude velocity peaks~see also
Shaimanet al., 1997!. The data presented in Tables III and
IV, and the full trajectory analyses of Figs. 5 and 6 suggest
the conclusion that linear time compression and expansion

schemes are generally not appropriate for the representation
of rate influences on formant trajectory shapes. This extends
the conclusion of Broad and Clermont~1987!, who could not
find general rules for specifying a variety of formant trajec-
tory shapes from a few model exemplars. Rate influences on
formant trajectories can be added to this problem, as well as
the influences from the apparent interactions between rate
and vowel nucleus type.

D. Models of slow speaking rate: Implications

The speech behaviors of unimpaired speakers at ex-
tremely slow rates have features in common with speech
produced by individuals with motor speech disorders. Atypi-
cal topologies of formant trajectories were reported by Weis-
mer et al. ~1992! in their study of complete F2 trajectories
produced by speakers with amyotrophic lateral sclerosis
~ALS!. In fact, their speakers demonstrated covariation be-
tween shape deviations and vowel duration. Speakers with
ALS who exhibited the slowest rates also produced formant
trajectories with the most deviant shapes. This parallels the
fact that speakers who demonstrated shape-shifting tenden-
cies in the current data set also presented the most extreme
speaking rates.

One use of the current observations is to consider how
much of the shape changes in formant trajectories produced
by individuals with dysarthria and slow speaking rates is due
to the rate factor alone, as compared to the other disruptions
of speech motor control that may occur. Slow speaking rate
has been observed with virtually all types of dysarthria
~Nishio and Niimi, 2000!, with the exception of some pa-
tients with Parkinson disease or other Parkinsonian disor-
ders. Although we have not yet attempted a formal quantita-
tive evaluation of this question, it is clear from the present
data that at least some aspect of formant trajectory shape in
the speech of persons with dysarthria is probably explained
by the rate anomaly. The reason why this is an important
consideration is that a very popular rehabilitation strategy,
even for patients who present with very slow speaking rate as
a symptom of their disorder, is to slow rate even further to
allow patients sufficient time to ‘‘hit the targets’’ and there-
fore increase speech intelligibility~e.g., Yorkston et al.,
1995!. The present data suggest that increased slowing of
rate will lead to greater topological change of the formant
trajectories, and presumably of the underlying articulatory
behavior, perhaps with added physiological cost in producing
such relatively complicated motions. Moreover, there is very
little evidence that slowing rate actually increases speech in-
telligibility in persons with dysarthria, and in fact some evi-
dence against the theoretical basis of slow-rate therapies~see
Weismeret al., 2000!.

Because slow speaking rates have not been studied very
carefully, little is known about the acoustic implications of
the accompanying changes in articulatory control. This infor-
mation would not only be useful for gaining a more complete
understanding of rate and speech production, but is also
likely to shed light on perceptual characteristics of slow-rate
speech, which are important in dysarthria. For example, it is
likely that the kinds of formant trajectory shape-shifting de-
scribed above have an effect on speech intelligibility and/or
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speech naturalness, but these effects are essentially un-
known. Formant trajectory shape changes may be perceptu-
ally tolerable, and yet non-negligible since they may convey
aspects of vowel quality that relate to the more global issue
of speaker intelligibility. Currently, there is much to be re-
vealed about the interrelationships among intelligibility, per-
ception, acoustics, and articulation.

E. Conclusion

In summary, the current work demonstrates that conven-
tional discrete-time parameters of the acoustic signal~i.e.,
F2off, F2on, and F2tar! can be significantly affected by
speaking rate changes made by some speakers in certain con-
texts. Of these parameters, F2off appears to be the best single
index of rate across speakers for the two monophthong con-
texts studied. The variation of this acoustic index is consis-
tent with the idea of rate-induced, linear sliding of adjacent
articulatory gestures, but only for a range of vowel durations
typical of the habitual-to-fast end of the rate continuum. The
F2off index tends to be fairly constant for a wide range of
slow rates~i.e., vowel durations.200 ms), perhaps reflect-
ing a limit to the separation of adjacent articulatory gestures.
None of these parameters is systematically influenced by rate
across speakers in the diphthong context. For the production
of /"Ç(/, speakers tend to alter the duration of the initial F2
plateau~associated with the onglide! and the maximum rate
of change in F2~associated with the major diphthong transi-
tion!. Speakers can be distinguished with regard to the pro-
portion of variation between these parameters that is ac-
counted for by speaking rate. Three of the six speakers
demonstrate tendencies toward changing the basic shape of
the F2 trajectory for /"Ç(/ as they change rate. Two of these
three speakers also do this for /"~|,/. One conclusion from
these observations is that interactions of rate variation with
speaker and vocalic nucleus type are probably the rule, rather
than the exception. Taken together the findings of this study
have implications regarding the importance of accounting for
changes in movement scale and gestural form in models of
gestural overlap. Also, the similarities between the extreme
slow speech of speakers in this study and some speakers with
dysarthria suggest that some anomalous patterns of dysar-
thric speech may be explained by extreme slow speaking
rate, independent of the specific neurological effects on
speech production.
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To provide a perceptual framework for the objective evaluation of durational rules in speech
synthesis, two experiments were conducted to investigate the differences between vowel~V! onsets
and V-offsets in their functions of marking the perceived temporal structure of speech. The first
experiment measured the detectability of temporal modifications given in four-mora~CVCVCVCV!
Japanese words. In the V-onset condition, the inter-onset intervals of vowels were uniformly
changed~either expanded or reduced! while their inter-offset intervals were preserved. In the
V-offset condition, this was reversed. These manipulations did not change the duration of the entire
word. Each of the modified words was paired with its unmodified counterpart, and the pair was
given to listeners, who were asked to rate the difference between the paired words. The results show
that there were no significant differences in the listeners’ abilities to detect the temporal modification
between the V-onset and V-offset conditions. In the second experiment, the listeners were asked to
estimate the differences they perceived in speaking rates for the same stimulus set as that of the first
experiment. Interestingly, the results show a clear difference in the listeners’ performance between
the V-onset and V-offset conditions. Specifically, changing the V-onset intervals changed the
perceived speaking rates, which showed a linear relation (r 520.9) despite the fact that the duration
of the entire word remained unchanged. In contrast, modifying the V-offset intervals produced no
clear relation with the perceived speaking rates. The second experiment also showed that the
listeners performed well in speaking rate discrimination~3.5%–5% in the change ratio!. These
results are discussed in relation to the differences in the listeners’ temporal processing range~local
or global! between the two experiments. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1568760#

PACS numbers: 43.72.Lc, 43.66.Mk, 43.71.Gv, 43.70.Fq@DOS#

I. INTRODUCTION

Since temporal structures such as rhythm and tempo can
be perceived in ordinary speech, there should be cues that
give us reference points for such structures in speech. The
overall goal of our series of temporal perception studies has
been to systematically identify which cues humans use in
perceiving temporal structures of speech and describe how
they use them. By way of breaking down the problem, we
have studied how accurately humans perceive the temporal
structures of speech and how phonetic and phonological fac-
tors affect this ability by measuring sensitivities to modifica-

tions made in segments of speech, i.e., the vowels and con-
sonants. This approach was originally motivated by the
requirement of evaluating rules for assigning segmental du-
rations in speech synthesis.

Many of the duration rules used for speech synthesis
have been developed to replicate temporal structures in natu-
ral speech~Carlson and Granstro¨m, 1986; Iwahashi and Sag-
isaka, 2000; Kaiki and Sagisaka, 1992; Klatt, 1979; van
Santen, 1994!. To estimate the requisite temporal precision
for these rules, studies have investigated perceptual sensitiv-
ity to temporal modifications in a single speech segment or
two ~Bochner et al., 1988; Carlson and Granstro¨m, 1975;
Klatt, 1975!. Along these lines, we have also investigated the
factors affecting the temporal perception of speech:~1! the
sensitivity to a single vowel~V! duration~Kato et al., 1998!,
~2! that of a single consonantal~C! duration ~Kato et al.,
2002!, and ~3! the perceptual interaction, e.g., the compen-
sation relation between modifications in two consecutive
segments~CV or VC! ~Kato et al., 1997!. However, three or

a!Part of this work was done while the first and second authors were with
ATR Human Information Processing Research Laboratories and the third
author was with ATR Interpreting Telecommunications Research Labora-
tories. Some of the material in this manuscript was presented at the 132nd
meeting of the Acoustical Society of America@J. Acoust. Soc. Am.100,
2829~A! ~1996!#.

b!Electronic mail: kato@atr.co.jp
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more segmental errors should be simultaneously dealt with
to make such an estimation more practical. Even a single
segmental error below the sensing threshold may become
obvious when it accumulates over a number of segments.

As a way to extend the previous attempts to multiple
~more than two! segments, the current study focuses on mul-
tiple segmental boundaries and investigates their perceptual
functions to mark the temporal structure of speech. This ap-
proach is taken because the control of segmental duration is
interchangeable with the temporal alignment of segmental
boundaries~including those between pauses and utterances!.
That is, any change in a segmental duration can be described
by the change in the distance of the segmental boundaries.
Such a generalized representation is beneficial to a wide
range of application fields that involve perceptual modeling
of temporal changes in speech. In addition to an objective
assessment of synthesis rules, it can be applied, for instance,
to an automatic speech recognition system or to computer-
assisted training methods in second-language prosody acqui-
sition ~Tajima et al., 2002!.

Among various types of segmental boundaries, the cur-
rent study deals with the boundaries between vowels and
either consonants or pauses, i.e., vowel onsets~V-onsets! and
vowel offsets ~V-offsets!, because they generally coincide
with large and rapid acoustical changes, suggesting that they
are perceptually salient. An argument for the perceptual sa-
liency of V-onsets and V-offsets was made in a previous
study ~Kato et al., 1997!. In that study, they measured the
human sensitivity to temporal displacements of a single
V-onset or V-offset in a four-mora word~i.e., CVCVCVCV!
introduced by a compensatory durational change in a pair of
a vowel and either its preceding or following consonant.
Each durational modification was achieved by a resynthesis
technique that did not require splicing. The results showed
no significant differences between C-to-V boundaries, or
V-onsets, and V-to-C boundaries, or V-offsets, in the listen-
ers’ ability to detect the temporal displacements. This finding
implies that the functions of V-onsets and V-offsets are com-
parable in a certain aspect of temporal perception.

On the other hand, quite a few other studies have re-
ported evidence suggesting functional differences between
V-onsets and V-offsets or the dominance of V-onsets. Typical
examples can be found in the many studies on perceptual
centers~P-centers! ~Marcus, 1981; Scott, 1993!, which have
tried to determine the acoustical correlates to the temporal
location of perceived beats in speech. Although the central
focus of these studies has been the accurate calculation of
beat locations in relation to acoustical features of speech,
they have commonly regarded the contribution of V-onsets
as greater than that of V-offsets. In particular, the studies of
Ventsov ~1981! and Pompino-Marschallet al. ~1982! com-
pared the contributions of V-onsets and V-offsets to tempo
perception. Both studies used the alternation of synthesized
segment /&/ and segment /~/ and controlled the tempi of
V-onsets and V-offsets separately. The results of tempo
matching tests showed that their listeners preferred the tempi
of the V-onsets to those of the V-offsets. In addition, several
empirical studies using reproducing tasks have suggested the
locations of perceptual beats to be near V-onsets. Allen

~1972! and Sato~1977! both found that the locations of syl-
lable beats were at V-onsets or the release points of stop
consonants toward vowels. They determined this by using
methods such as the synchronization of finger tapping with
cyclic speech and the matching of an auditory click to a
perceptual beat. All of these findings imply that the functions
of V-onsets eclipse those of V-offsets in some aspects of
temporal perception. These studies relating P-centers or beat
locations are referred to as the ‘‘P-center studies’’ in the re-
mainder of this paper.

The discrepancies between Katoet al.’s ~1997! study
and the P-center studies can be attributed to differences in
the range of stimulus manipulation and the listeners’ task.
Kato et al. ~1997! manipulated only two segments~CV or
VC! out of eight ~CVCVCVCV!, and the listeners could
achieve their task by detecting just a local, i.e., within a
two-segment range, temporal distortion in an isolated word.
On the other hand, the P-center studies generally used long
stimulus sequences such as a sentence or a repetition of a
single syllable, and the tasks required the listeners to process
the target sequence as a whole. This contrast in the process-
ing range, i.e., local in Katoet al. ~1997! versus global in the
P-center studies, possibly caused the apparent discrepancies
in the functions of the vowel onsets and offsets.

The goal of the current study is to explore the functional
differences between V-onsets and V-offsets in the temporal
perception of speech by addressing the possible significance
of the local-global contrast outlined above. Two steps were
introduced in the experimental setup to help the listeners
process a wider range of information than in Katoet al.’s
~1997! study. First, in experiment 1, the stimulus manipula-
tions covered an entire word, i.e., all V-onsets or V-offsets in
the word were subjected to temporal modification, while
Kato et al. ~1997! only changed one of the V-onsets or
V-offsets in a word. The listeners’ task was to detect these
manipulations. Accordingly, the stimulus conditions funda-
mentally differed from those of Katoet al.’s ~1997! experi-
ment: the current study involves a global manipulation while
the previous work involved a local one. As the second step,
in experiment 2, the listeners were asked to estimate changes
in the perceived speaking rate for the same stimuli as in
experiment 1. Accordingly, the listeners’ task in experiment 2
fundamentally differed from that in experiment 1: the
speaking-rate task required the listeners to use global infor-
mation, while the detection task could be achieved by ob-
serving only local differences for the stimuli.

Experiment 2 is also useful in answering two key ques-
tions: ~1! What is the major cue in the speech signal to per-
ceive the speaking rate? There seems to be no doubt that we
can judge the rate of natural speech. However, it is unclear
which cue allows us to perceive the speaking rate. This study
focuses on V-onsets and V-offsets and estimates their contri-
butions to the perceived speaking rate.~2! To what extent is
the rate perception accurate? Little is known about the hu-
man ability to discriminate changes in the rate or tempo of
speech sounds, despite the fact that speaking rate is one of
the most basic control factors in speech synthesis.1
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II. EXPERIMENT 1: DETECTION

The purpose of experiment 1 was to test whether there
are differences in listeners’ performances in detecting tempo-
ral displacements in multiple segmental boundaries, i.e., glo-
bal modifications, between the V-onset and V-offset condi-
tions.

A. Method

1. Subjects

Eight adults with normal hearing participated in experi-
ment 1. All of them were native speakers of Japanese.

2. Stimuli

Ten words were selected from the ATR speech database
~Kurematsuet al., 1990! as the original material~Table I!.
All of them were common four-mora Japanese words, and
each comprised four CV syllables. The selected words were
spoken naturally by one native-Japanese male speaker at a
normal speed and were digitized at a 12-kHz sampling fre-
quency with 16-bit precision.

Each of the original tokens was temporally modified in
three ways:~1! entire word modification,~2! inter-V-onset
interval modification, and~3! inter-V-offset interval modifi-
cation, as schematically shown in Fig. 1. In the entire-word
condition, the entire word duration was either expanded or
reduced by 20, 40, 60, or 80 ms by changing each segmental
duration proportionally. The proportions of these modifica-
tion sizes to the average word duration~713.25 ms! were
2.8%, 5.6%, 8.4%, and 11.2%, respectively. This condition
was included as the reference condition and also to confirm
whether the subjects judged the speaking rates consistently
with the physical tempi~in experiment 2!.

In the V-onset or V-offset condition, each of the three
inter-V-onset intervals or inter-V-offset intervals in a word
was either expanded or reduced by 5, 10, or 15 ms, i.e., the
change in the total inter-V-onset interval or inter-V-offset in-
tervals was 15, 30, or 45 ms. To preserve the entire word
durations and the intervals among the segmental boundaries
of no interest, each of the duration modifications of the vow-

TABLE I. Temporal profiles of the ten speech tokens used in experiments 1 and 2.~1! word duration and mean
syllable ~CV! duration,~2! total and mean inter-V-onset intervals, and~3! total and mean inter-V-offset inter-
vals. All tokens are four-mora~and four-syllable! Japanese words~CVCVCVCV, i.e., each possesses four
V-onsets and four V-offsets! spoken naturally by a native-Japanese male speaker at a normal speed.

Token bakugeki hachigatsu hanahada minogasu monosashi
Word duration~ms! 720 695 675 730 710
~Mean syllable duration~ms!! ~180.0! ~173.8! ~168.8! ~182.5! ~177.5!
Total inter-V-onset interval~ms! 520 515 445 530 550
~Mean inter-V-onset interval~ms!! ~173.3! ~171.7! ~148.3! ~176.7! ~183.3!
Total inter-V-offset interval~ms! 535 550 545 605 595
~Mean inter-V-offset interval~ms!! ~178.3! ~183.3! ~181.7! ~201.7! ~198.3!

Token nagedasu nakanaka sakasama samazama sashidasu
Word duration~ms! 740 670 735 722.5 735
~Mean syllable duration~ms!! ~185.0! ~167.5! ~183.8! ~180.6! ~183.8!
Total inter-V-onset interval~ms! 550 470 495 480 535
~Mean inter-V-onset interval~ms!! ~183.3! ~156.7! ~165.0! ~160.0! ~178.3!
Total inter-V-offset interval~ms! 575 530 565 535 565
~Mean inter-V-offset interval~ms!! ~191.7! ~176.7! ~188.3! ~178.3! ~188.3!

FIG. 1. Schematic diagrams showing the three types of modification applied
to speech materials in experiments 1 and 2:~a! entire modification of total
word duration,~b! inter-V-onset interval modification, and~c! inter-V-offset
interval modification. Each ‘‘C’’ or ‘‘V’’ marks a consonant segment or a
vowel segment, respectively, composing a four-mora word. The solid verti-
cal lines represent segmental boundaries, with thick ones being the targets of
temporal displacement. Note that the modifications yield no change in the
~b! intervals between V-offsets,~c! intervals between V-onsets, and~b and c!
word duration.

3381J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Kato et al.: Perceptual functions of vowel onsets and offsets



els was compensated with the corresponding modification of
either the preceding consonant duration~V-onset condition!
or the following consonant duration~V-offset condition!. To
expand every inter-V-onset interval by 15 ms, for instance,
the first to fourth vowels in a word were modified as122.5,
17.5, 27.5, and222.5 ms, while the first to fourth conso-
nants were modified as222.5, 27.5, 17.5, and122.5 ms
@positive and negative values indicate expansion and reduc-
tion, respectively; see Fig. 1~b!#.

The ranges of all temporal modifications were chosen,
on the basis of preliminary experiments, as ranges within
which phonetic identity would not change. In addition to the
above modified stimuli, unmodified stimuli were prepared
for reference. In total, 210 word stimuli were prepared~10
tokens3~2 modification directions3~4 modification sizes in
the entire-word condition13 modification sizes32 modified
boundary types in the V-onset and V-offset conditions!11
unmodified!!.

The modifications were made by a cepstral analysis and
resynthesis technique with the log magnitude approximation
~LMA ! filter ~Imai and Kitamura, 1978! and were carried out
with 2.5-ms frame intervals. The duration change in a seg-
ment was achieved by deleting or doubling everynth frame
in the synthesis parameters where (n21) is the quotient of
the total number of frames in the entire to-be-modified part
divided by the number of frames to be deleted/doubled. The
parts subject to the modification were carefully trimmed out
so as to exclude transient parts at both ends of the vowels,
and the on-and-after burst parts of plosives or affricates were
trimmed out as much as possible to prevent the modification
of dynamic aspects around the segmental boundaries, which
could have conceivably degraded the perceptual naturalness.

3. Stimulus presentation

Each of the prepared stimuli was paired with its counter
unmodified stimulus~in the order of unmodified first!, and
the pairs were presented to the subjects diotically through a
D/A converter ~MD-8000 mkII, PAVEC!, an anti-aliasing
low-pass filter ~FV-665, NF Electronic Instruments,f c

55700 Hz, 296 dB/oct!, and headphones~SR-L Profes-
sional, driven by SRM-1 MkII, STAX!. The experiment was
conducted in a sound-treated room whose average back-
ground noise level was 16 dB SPL~A-weighted!, which was
measured at the location of the subject with a sound level
meter ~Type 2231, Bru¨el & Kjær! and a condenser micro-
phone~Type 4155, Bru¨el & Kjær!. The average presentation

level was 73 dB SPL~A-weighted! measured with a sound
level meter~Type 2231, Bru¨el & Kjær! through a condenser
microphone~Type 4134, Bru¨el & Kjær! mounted on an arti-
ficial ear~Type 4153, Bru¨el & Kjær!. All three stimulus con-
ditions @Figs. 1~a!–~c!# were tested in the same experimental
session. Fifteen percent of the trials were control trials in
which the two presented stimuli were identical.

4. Task

In each trial, the subjects were asked to rate the differ-
ence between the paired word stimuli by using eight numeri-
cal categories: ‘‘0’’ to ‘‘7,’’ with a larger number correspond-
ing to a larger subjective difference. Twelve judgments were
collected from each subject for each stimulus. The obtained
responses were pooled over all subjects for each of the eight
response categories, and then the detectability indexd8 was
estimated in accordance with the rating procedure2 of the
theory of signal detection~Green and Swets, 1966; Mac-
millan and Creelman, 1991! for each comparison stimulus,
i.e., each combination of token, modified boundary type,
modification size, and modification direction.

B. Results

Figure 2 showsd8 for each of the modified boundary
types, modification sizes, and modification directions. An
ANOVA was carried out on thed8 data of both V-onset and
V-offset conditions@Figs. 2~b! and ~c!# with the boundary
type~V-onset or V-offset!, the absolute modification size~15,
30, or 45 ms!, and the modification direction~expansion or
reduction! as main factors~tokens as repetition!. This
showed no significant effect of the boundary type@F(1,9)
54.44, p50.064] but a significant effect of the absolute
modification size @F(2,18)5134.53, p,0.0001]: d8 in-
creased with increasing modification size. The interaction be-
tween the factors of boundary type and absolute modification
size was not significant@F(2,18)50.036, p50.76]. The
main effect of modification direction and the interaction be-
tween the factors of boundary type and modification direc-
tion were significant@F(1,9)57.75, p,0.05, andF(1,9)
512.48,p,0.01, respectively#. No other main effect or in-
teraction was significant.

As shown in Fig. 2~b!, the effect of the modification
direction seemed to be obvious in the V-onset condition:
V-onset modifications tended to be more easily detected
when the direction was reduction than when it was expan-
sion. Multiple comparisons using Tukey-Kramer’s HSDs

FIG. 2. Mean detectability indexd8
for each of the three modification con-
ditions as a function of the change in
~a! entire word duration,~b! total inter-
V-onset interval, and~c! total inter-V-
offset interval. The filled and open
bars represent the indices for reduction
and expansion modifications, respec-
tively. The error bars show the stan-
dard errors. The asterisks show pairs
of bars whose differences are statisti-
cally significant ~HSD, p,0.05). A
largerd8 implies easier detection.
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~honestly significant differences!3 indicated that a significant
difference due to the modification direction exists in a 45-ms
modification of the V-onset condition, while no difference
due to the modification direction was significant in the
V-offset condition @p,0.05,q(0.05,12,108)54.72, HSD
50.42#. A similar tendency of the modification direction
was observed in the entire-word, i.e., reference, condition as
shown in Fig. 2~a!. Multiple comparisons using Tukey-
Kramer’s HSDs indicated that significant differences exist
when the modification size was 40 ms or larger@p,0.05,
q(0.05,8,72)54.42, HSD50.36]. Psychophysical implica-
tions of this directional effect are discussed in Sec. IV.

C. Discussion

Experiment 1 showed that detectability in general does
not differ between the V-onset and V-offset modifications,
even though they are globally manipulated modifications.
The listeners could achieve almost the same overall perfor-
mance in the detection of changes in both V-onset and
V-offsets. These results suggest that the temporal markability
of the V-offsets was comparable with that of the V-onsets in
terms of the superficial performance level.

However, this does not necessarily mean that the listen-
ers used the same strategy in both conditions. One should
keep in mind that a detection task can be achieved by focus-
ing on any local change and that listeners in general tend to
rely on the most prominent cue. A detailed examination of
the results revealed a significant difference in detectability
due to the modification direction in the V-onset condition. A
similar difference ind8 was also observed in the entire-word
condition but not in the V-offset condition. This discrepancy
suggests that the listeners’ strategy used in the V-onset con-
dition was similar to that in the entire-word condition but
differed from that in the V-offset condition. A uniform ex-
pansion or reduction of the entire word duration should re-
flect the physical change in the speaking rate. The listeners,
therefore, could make reliable responses by using the per-
ceived speaking rate. If the speaking-rate criterion was truly
used in the entire-word condition, this criterion was probably
used in the V-onset condition too but not in the V-offset
condition. To test this assumption, experiment 2 restricted
the listeners’ task to speaking-rate estimation.

III. EXPERIMENT 2: SPEAKING-RATE ESTIMATION

Although experiment 1 used globally modified stimuli,
the listeners’ task was still one that could be achieved by
simply using a local-range observation, i.e., a simple change
detection. Consequently, this potential lack of global pro-
cessing in the listeners’ task might have prevented elucida-
tion of overall differences between the V-onset and V-offset
conditions. Experiment 2, therefore, employed a task explic-
itly involving a global processing, i.e., speaking-rate estima-
tion. This task requires listeners to consider global relation-
ships among temporal cues distributed over the entire length
of a stimulus. Therefore, experiment 2 may be a viable way
to compare the listeners’ performance between the V-onset
and V-offset conditions in a global-range processing.

As mentioned in the Introduction, the contribution of
V-onsets to tempo perception has been reported to be larger
than that of V-offsets~Ventsov, 1981; Pompino-Marschall
et al., 1982!. However, the stimuli of these previous studies
were mostly laboratorylike and more unnatural in character
than natural speech. In short, they used a concatenation of
acoustically steady-state segments /m/ and /a/ with a fixed
fundamental frequency and repeated it in a temporally equi-
distant manner; they only varied the duty ratio of the conso-
nant and vowel segments. Obviously, the listeners could es-
tablish a strong impression of the tempo for such
isochronous stimuli. This perceived tempo did not appear
analogous with that yielded from natural speech. Therefore,
we need another experimental setting that uses sufficiently
natural stimuli before answering the current question. The
stimuli of the current study were precisely synthesized by
analysis results of natural speech and, therefore, the power
spectrum envelope, fundamental frequency, short-term
power, and their dynamic patterns were identical to those of
the original speech material.

A. Method

1. Subjects

Eight adults with normal hearing participated in experi-
ment 2. All of the subjects participated in experiment 1, so
we maintained a period of at least three months between the
two experiments to minimize the carry-over of judgment
strategies.

2. Stimuli and stimulus presentation

The stimuli and their presentation procedures were the
same as in experiment 1, except that there was no additional
control trial in which the two presented stimuli were identi-
cal.

3. Tasks

The subjects were asked to estimate the speaking rate of
the second word of each of the paired stimuli compared to
that of the first word by using 11 numerical categories from
25 to 15, with a higher number corresponding to a faster
rate. Each subject estimated each stimulus pair ten times in
total. The obtained responses were pooled over all of the
subjects for each category, and then each stimulus was
mapped on a uni-dimensional linear psychometric scale in
accordance with Torgerson’s law of categorical judgment
~Torgerson, 1958!.4

B. Results

1. Speaking-rate estimation

The scaled estimation scores for the speaking rate of
each stimulus of the entire-word condition, i.e., the reference
condition, are plotted as a function of the change in total
word duration in Fig. 3. The estimated speaking rate was
highly correlated with the change in total duration@Student’s
t-test t(90)5232.6, p,0.0001; the Pearson product-
moment correlation coefficientr 520.96], where the speak-
ing rate decreased with increasing total duration. This rela-
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tion demonstrates that the subjects judged the speaking rates
of the presented stimuli based on the physical rate or total
duration.

The scaled estimation scores for the speaking rate of
each stimulus in the V-onset condition are plotted as a func-
tion of the change in total inter-V-onset interval in Fig. 4.
Although the word durations remained unchanged, the esti-
mated speaking rate decreased with increasing inter-V-onset
interval. This correlation was, indeed, significant@ t(70)
5216.8, p,0.0001; r 520.90], and the tendency was
in good agreement with that observed in the reference
condition.

In the V-offset condition, on the other hand, the correla-

tion between the estimated speaking rate and the change in
total inter-V-offset interval was also significant but rather
low @ t(70)52.4, p,0.05; r 50.28] ~Fig. 5!. The tendency
of this shallow inclination was, furthermore, opposite to that
of the reference condition. Consequently, we cannot state
with certitude that the estimated speaking rate shows a con-
sistent relation with the inter-V-offset interval.

2. Discriminability of speaking rates

The listeners’ responses in the current experiment could
be useful in estimating the discriminability of different
speaking rates on the basis of the percentage of correct re-
sponses. The ‘‘faster’’ responses~‘‘ 11’’ to ‘‘ 15’’ ! were re-
garded as correct and the ‘‘slower’’ responses~‘‘ 21’’ to
‘‘ 25’’ ! were regarded as incorrect when the subject intervals
were reduced, and vice versa. Half of the ‘‘same’’ responses
~‘‘0’’ ! were counted as ‘‘faster’’ and the other half were
counted as ‘‘slower.’’5

Each just noticeable difference~JND! was estimated as
the point of 75% correctness on the regression line, with
Müler-Urban weighting, for the obtained probability of a cor-
rect response plotted on normal coordinates. Figure 6 shows
the obtained JNDs for each token and for each modification
condition; JNDs for the V-offset condition are omitted due to
the unreliability of the statistical model fitting. The presented
values are those pooled over the subjects along with the up-
per and lower thresholds and divided by the corresponding
base durations to show Weber’s ratio; the base durations
were the entire word duration in the entire-word condition
and the interval between the onset of the first vowel and that
of the fourth, i.e., final, vowel in the V-onset condition.

The average Weber fractions~3.5% for the entire word
duration, 5.1% for the V-onset interval! were rather smaller
than those reported for the discrimination of single segmen-
tal durations, which are on the order of 10%–50%~Huggins,
1972; Klatt and Cooper, 1975; Bochneret al., 1988; Kato
et al., 1992!. This difference is further discussed in Sec. IV

FIG. 3. Estimated changes in speaking rate for each token as a function of
the change in word duration.

FIG. 4. Estimated changes in speaking rate for each token as a function of
the change in total inter-V-onset interval.

FIG. 5. Estimated changes in speaking rate for each token as a function of
the change in total inter-V-offset interval.
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in relation to the literature on nonspeech temporal percep-
tion.

C. Discussion

In the speaking-rate estimation, a clear difference could
be observed between the V-onset and V-offset conditions.
The perceived speaking rates slowed as the inter-V-onset in-
tervals increased, while only a marginal linear relation was
observed between the perceived speaking rates and inter-V-
offset intervals. These contrasting tendencies of V-onset and
V-offset in their contribution to tempo perception is in agree-
ment with the results reported for artificial syllable se-
quences~Ventsov, 1981; Pompino-Marschallet al., 1982!.

As mentioned earlier, the tasks in the current two experi-
ments differed in the extent of time. That is, the change
detection was a locally processed task, which could be
achieved if any local difference were found between the
standard and comparison stimuli, while the speaking-rate es-
timation was a global task, which required the listeners to
compare the global relationships of the temporal cues distrib-
uted over the entire length of each of the stimuli.

Accordingly, the results of experiment 2 along with
those of experiment 1 imply that V-onsets and V-offsets con-
tribute almost equally to locally processed tasks, while the
importance of V-onsets increases when global processing is
required. This interpretation can explain the apparent dis-
crepancies between Katoet al.’s ~1997! study and the
P-center studies. That is, Katoet al. ~1997! did not observe
any functional difference between V-onsets and V-offsets be-

cause they required listeners to detect just a local displace-
ment. On the other hand, the P-center studies found the
dominance of V-onsets over V-offsets because their experi-
mental condition commonly required listeners to perform
relatively global examinations.

The following section discusses the mechanisms medi-
ating the perceptual difference between the contributions of
V-onsets and V-offsets and then attempts to clarify the de-
tailed differences between the local and global temporal pro-
cessings mentioned above as well as the ranges determined
as either local or global processing.

IV. GENERAL DISCUSSION

A. Psychoacoustical nature of the difference between
V-onsets and V-offsets in perceiving the temporal
structure of speech

The current study estimated human sensitivity to the
temporal modification of either V-onsets or V-offsets by us-
ing two perceptual tasks. There was no significant difference
in the listeners’ overall performance between the V-onset
condition ~which selectively changed the intervals between
the V-onsets while those between the V-offsets remained un-
changed! and the V-offset condition~vice versa! in the
simple detection task; however, there was a clear difference
in the speaking-rate estimation task: the contribution of the
V-onsets was much larger than that of the V-offsets. This
subsection interprets these results from the psychophysical
point of view. Such an interpretation is likely to be valuable
because quite a few of the latest psychoacoustical studies
have demonstrated that variations in the acoustical character-
istics of temporal markers, e.g., differences between ramped
contours~5onsets! and damped contours~5offsets!, affect
the human internal measurement of time@see, e.g., the re-
view by Grondin ~2001!#. We believe this psychophysical
discussion is useful for understanding the mechanism under-
lying the effects found in speech experiments and for esti-
mating the extent to which the current results can be gener-
alized.

As a first-order approximation, we assumed that any in-
fluence of the temporal markers other than that of the
V-onsets and V-offsets was marginal or random in the current
study. Under this assumption, the listeners had to respond
according to the results from the perceptual measurements of
the intervals between combinations of two kinds of markers,
i.e., V-onsets and V-offsets. Therefore, the current experi-
mental results could be interpreted solely in terms of the
information on the accuracy and implications of the percep-
tual measurements between all combinations of V-onsets and
V-offsets, i.e., V-onset to V-onset, V-onset to V-offset,
V-offset to V-onset, and V-offset to V-offset.

The perceptual precision of the temporal measurements
among the V-onsets and V-offsets could be roughly estimated
from existing psychoacoustical data. Kato and Tsuzaki
~1998! investigated the perceptual measurement of time in-
tervals marked by rising amplitude changes~onsets! and/or
falling amplitude changes~offsets!. This study measured
temporal discriminability by using 1-kHz tone stimuli whose
amplitude contours are described in Fig. 7 and obtained JND

FIG. 6. Relative just noticeable differences~JNDs! of speaking rates as a
function of token and modified boundary type. The corresponding base du-
ration of each JND is either the total duration~entire word modification! or
the total inter-V-onset interval~V-onset modification! ~see Table I!. The gray
horizontal lines show the average JNDs for each modified boundary type,
i.e., 3.5% for the entire word modification and 5.1% for the V-onset modi-
fication.
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data as summarized in Table II. To summarize the results, the
listeners were very accurate in the measurements of both
on-to-on and on-to-off intervals, much less accurate in the
measurements of the off-to-on intervals, and extremely inac-
curate in the measurements of the off-to-off intervals~or it
was nearly impossible to measure these intervals!. These re-
sults suggest that offsets function as temporal markers only
in combination with onsets as their counterparts.

By implying that the role of V-onsets and V-offsets as
temporal markers is analogous to the role of nonspeech onset
and offset markers, the psychoacoustical data above account
for the perceptual phenomena observed here. Experiment 1
did not show significant differences in the detectability per-
formance between the two conditions because the task could
be achieved for either condition by detecting the change in at
least one vowel duration that requires the on-to-off measure-
ment. According to Katoet al.’s ~1998! data, this is done

with as high an accuracy as for change involving the on-
to-on measurement. On the other hand, experiment 2 showed
no clear contribution of the V-offsets to the speaking-rate
estimation in contrast to the large contribution of the
V-onsets. This is because the on-to-on intervals could be ac-
curately measured, while the listeners could not make use of
the inter-V-offset intervals due to the difficulty of the off-to-
off measurement.

To clarify the basic ideas of this implication, the rela-
tionship between acoustically informative and perceptually
reliable, i.e., accurately measurable, intervals are illustrated
for each task in each stimulus condition in Table III. The
third column of the table lists the acoustically informative
intervals, namely intervals with changes that are effective to
achieve each task. In the simple detection task of experiment
1, any single interval can be used except for those preserved
unchanged, i.e., off-to-off intervals in the V-onset condition
and on-to-on intervals in the V-offset condition. In the
speaking-rate task of experiment 2, no consistent response
can be expected other than the cases of using intervals whose
rates are uniformly changed, i.e., on-to-on intervals in the
V-onset condition and off-to-off intervals in the V-offset con-
dition. The fourth column lists the intervals that appear to be
reliably measured from those listed in the third column. The
reliability of the perceptual measurement for each interval is
estimated in accordance with the psychoacoustical data by
Kato and Tsuzaki~1998! shown as above~Table II!. In the
simple detection task, at least one type of the informative
intervals is perceptually reliable in both V-onset and V-offset
conditions. In the speaking-rate task, on the other hand, the
informative interval type is also perceptually reliable in the
V-onset condition~i.e., on-to-on! but not reliable in the
V-offset condition~i.e., off-to-off!.

Although one should be prudent in simply applying a
pure tone case to a speech case, in the current study of
speech the V-onsets and V-offsets certainly corresponded to
the steep rise and fall of acoustic power. That is, the V-onsets
and V-offsets were also acoustic onsets and offsets, respec-
tively, and this is also the case generally observed in natural
speech. Furthermore, although perceptual findings using syn-
thesized speech stimuli cannot necessarily be generalized to
cases involving natural speech, the perceptual phenomena
found in the current study, i.e., the functional differences
between vowel onsets and offsets, appear to be of fairly
broad generality thanks to the psychoacoustical, namely
nonspeech-specific, interpretation mentioned in this section.
We expect similar perceptual functions in both synthetic and
natural speech regardless of the difference in languages, as
far as the speech sound in question preserves signal-level
characteristics similar to those of the stimuli used in the cur-
rent study, i.e., the power of vowel segments exceeds that of
the surrounding segments so that the V-onsets and V-offsets
correspond to acoustic onsets and offsets, respectively.

In estimating to what extent the ‘‘local’’ and ‘‘global’’
processes in the current experiments were involved accord-
ing to the interpretation above, we suggest that the former
process ranged about one segment while the latter process
was equal to or extended over the range between two adja-

FIG. 7. Schematic examples showing the amplitude envelopes of nonspeech
stimuli used in the temporal discrimination test in Kato and Tsuzaki~1998!.
The horizontal and vertical axes refer to time and level, respectively. All
stimuli were 1-kHz tones. The targets tested were intervals between the
successive amplitude changes~temporal markers! in the middle, as indicated
by two arrows. Four combinations of either ‘‘on’’ or ‘‘off’’ markers were
adopted, i.e.,~a! on-to-on, ~b! on-to-off, ~c! off-to-on, and~d! off-to-off.
@Reproduced from Kato and Tsuzaki~1998!.#

TABLE II. Dependency of temporal discriminability on the slope direction
~on or off! of markers that define the target interval. Changes in on-to-on
and on-to-off intervals are easily detected, i.e., these intervals can be accu-
rately measured. Off-to-on intervals are poorly measured, and the measure-
ment of off-to-off intervals is extremely poor.@Reproduced from Kato and
Tsuzaki~1998!.#

Marker combination JND~in Weber fraction!

On-to-on 0.26
On-to-off 0.26
Off-to-on 0.63
Off-to-off 1.34

3386 J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Kato et al.: Perceptual functions of vowel onsets and offsets



cent vowel onsets, i.e., a range involving three or more
segments.

B. Discriminability of speaking rates and its
implications

Despite the importance of speaking rate as one of the
most basic factors in the control of synthetic speech, the
ability of listeners to discriminate changes in the rate or
tempo of speech signals has seldom been examined. It is
acknowledged that the human accuracy to discriminate the
tempi of nonspeech sound sequences is, in general, higher
than that of durations of single sounds. It would be interest-
ing to investigate whether analogous relations can also be
observed in speech cases because ordinary speech, in gen-
eral, has no explicit regular temporal markers, as do the
stimuli of nonspeech studies.

As mentioned above, the listeners in the current study
showed a high accuracy in the discrimination of speaking
rates; the Weber fractions were 3.5%–5.1%. Although there
are large variations among previous studies, due to differ-
ences in psychophysical methodology and to the influence of
variables such as segment type and/or utterance context, they
all tend to show that the accuracy to discriminate changes in
a single segmental duration is relatively low; the Weber frac-
tion is 10%–50%~Huggins, 1972; Klatt and Cooper, 1975;
Bochneret al., 1988; Katoet al., 1992!.

The literature on temporal discriminability for non-
speech sounds of segmentlike durations~50–200 ms! has
shown a similar tendency. In these papers, the Weber fraction
ranges between 10% and 20% for single filled durations
~Abel, 1972b; Lehiste, 1979; Bochneret al., 1988! and 20%
and 40% for single empty intervals~Abel, 1972a; Bochner
et al., 1988!. In contrast, much smaller fractions have been
reported for tempi in regular tone/click sequences, e.g.,
0.6%–4% for monotonic and isochronous sequences with
200-ms intervals~Drake and Botte, 1993; Michon, 1964!.
The discriminability of speaking rates obtained here is, there-
fore, as high as that of nonspeech tempi. This fact supports
the view that the listeners could perceive temporal markers
during the test utterances in addition to the start and end

points, all of which could entail speaking rate judgment, and
argues against the view that the listeners judged stimulus
differences only on the basis of local durational differences
even in the task of speaking-rate estimation.

These results suggest that any single temporal deviation
that cannot be detected may become as perceptually salient
as the deviation of the speaking rate when it occurs over
multiple segments in a cumulative manner. This implies, in
speech synthesis applications, that the synthetic rules of du-
ration control occasionally require a higher precision~based
on the JND of the speaking rate! than the margin generally
allowed to each single segment~based on the JND of a single
segmental duration!; the reference error in this high precision
control should be, for instance, only 25 ms per 700-ms base
duration.

Regarding the difference in discriminability between the
modification conditions, the listeners consistently showed a
higher accuracy in the entire-word condition than in the
V-onset condition. This inclination can be partly accounted
for by the contribution of the entire word duration, which
was fixed in the V-onset condition. Another possibility is the
difference in the uniformity setting of stimulus modifica-
tions. The entire-word condition employed uniform modifi-
cations, and all of the temporal cues, including on-to-on,
on-to-off, off-to-on, and off-to-off intervals, indicated the
same direction of modification~expansion or reduction!,
while the temporal cues in the nonuniform modifications of
the V-onset condition did not; only the on-to-on intervals
indicated a single modification direction in the latter case.
Such conflicts among temporal cues in the V-onset condition
perhaps lowered the listeners’ ability to discriminate the
speaking rate, even though the dominant cues were on-to-on
intervals.

C. Possible sources of the detectability difference
between expansion and reduction modifications

This final subsection discusses the source of the effect of
modification direction observed in experiment 1 from a psy-
chophysical point of view. The listeners more easily detected
the reduction modification than the expansion one in the

TABLE III. Summary of the acoustically informative and perceptually reliable intervals for each task in each stimulus condition. The third column lists the
acoustically informative intervals, i.e., the intervals with changes that are effective for achieving each task. In the simple detection task~experiment 1!, any
single interval can be effectively used except for those preserved unchanged, i.e., either off-to-off or on-to-on intervals in V-onset or V-offset conditions,
respectively. In the speaking-rate task~experiment 2!, no consistent response can be expected unless the intervals whose rates are linearly changed~either
on-to-on or off-to-off intervals in V-onset or V-offset conditions, respectively! are used. The fourth column lists the intervals that appear to be reliably
measured from those listed in the third column. The reliability of the perceptual measurement for each interval is estimated in accordance with the data
reproduced in Table II from a psychophysical investigation by Kato and Tsuzaki~1998!.

Modification
condition Task

Interval with an effective
change for each task

Interval with an effective
change for each task
and with reliability in

perceptual measurement

V-onset Experiment 1: Detection
of any difference

on-to-on, on-to-off, off-to-on on-to-on, on-to-off,~off-to-on!

Experiment 2: Estimation of
speaking rate difference

on-to-on on-to-on

V-offset Experiment 1: Detection
of any difference

off-to-off, on-to-off, off-to-on on-to-off,~off-to-on!

Experiment 2: Estimation of
speaking rate difference

off-to-off —
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entire-word and V-onset conditions. Two possibilities might
account for this effect. The first one is based on the differ-
ence in the proportion between modified and unmodified
stimuli. The listener’s task was paired comparison, and the
absolute size of modification was the same in both modifi-
cation directions. As a result, the proportion of the longer
duration to its shorter counterpart was larger in the reduction
condition than in the expansion condition as shown in Eq.
~1!:

Proportion in the reduction condition:

F25T/~T2DT!,

Proportion in the expansion condition:

F15~T1DT!/T,

therefore,

F2.F1 ~1!

whereT andDT denote the original duration and the abso-
lute size of modification, respectively.

The second possibility involves an asymmetry in detect-
ability between increasing and decreasing changes in tempo.
The change in tempo within an auditory sequence with a
slow-to-fast pattern can be perceptually more salient than
that with a fast-to-slow pattern. Using short-tone trains
whose cycle is shorter than about 500 ms, a slow-to-fast
change has been reported as more easily detected than a fast-
to-slow change by both McAuley and Kidd~1998! and Vos
et al. ~1997!. They argued that the latter pattern is not salient
because it approaches the indifference interval@500–700 ms
~Woodrow, 1951; Allan, 1979!# or preferred tempo, while the
former pattern goes away from it. Ventsov~1981! also ob-
served a similar tendency by using a sequence of synthesized
syllables; his listeners were more sensitive to an abrupt in-
crease in tempo than to a decrease in tempo. In the current
study, the presentation order of the standard and comparison
stimuli was fixed as the first order, namely, standard first.
Thus, the listeners always heard a long-to-short pattern with
an interstimulus interval in-between, in each trial of the re-
duction condition. Assuming the V-onset sequence of the
current stimulus was utilized to perceive the tempo, the long-
to-short pattern would correspond to a slow-to-fast pattern
whose cycle is shorter than 500 ms~the average inter-V-
onset interval was about 170 ms!. Therefore, the sequence
pattern in the reduction condition~slow-to-fast! could be
more perceptually salient than that in the expansion condi-
tion ~fast-to-slow!.

As the two possibilities mentioned above are not mutu-
ally exclusive, they could simultaneously explain the ob-
served effect of modification direction.

V. CONCLUSIONS

The primary purpose of this study was to examine the
functions of vowel onsets and offsets and to determine the
differences between them in the temporal perception of
speech. Experiment 1 examined the detectability of multiple

displacements of either V-onsets or V-offsets and found no
obvious difference between the V-onset and V-offset condi-
tions; the average accuracy of listeners did not differ be-
tween these conditions. This finding agrees with the detec-
tion test of Kato et al. ~1997!, in which either a single
V-onset or V-offset was displaced and no significant differ-
ence was observed between V-onsets and V-offsets, and also
extends this previous finding.

Experiment 2, on the other hand, examined the change
in the perceived speaking-rate while using the same stimulus
set as experiment 1. It showed a clear predominance of
V-onsets over V-offsets. The intervals between V-onsets in-
versely correlated with the perceived speaking rate (r 5
20.90), while no such linear and consistent relation was
observed for the V-offset intervals.

These two observations can be explained by the inter-
pretation that the time span of perceptual processing depends
on the task, and, accordingly, that the role of V-onsets be-
comes more important than that of V-offsets in processing
that uses relatively global information. This is because ex-
periments 1 and 2 differed only in their tasks: the task of
experiment 1 could be achieved by merely making a local
observation of a single boundary between vowel and conso-
nant segments, while that of experiment 2 required a broader
observation involving multiple segmental boundaries. This
view of a local-global contrast in the temporal perception of
V-onsets and V-offsets is psychophysically supported by
findings that demonstrate a difference between onsets and
offsets in their contributions to human accuracy in nonspeech
duration measurements.

All of the notions mentioned in this paper suggest, in
terms of the duration control of synthesis rules, that the tem-
poral alignment of V-onsets generally requires wider control
windows than that of V-offsets. However, one should be
careful in generalizing this suggestion because speaking-rate
perception is only a single aspect of the temporal processing
of speech involving such global information. Further percep-
tual studies, such as naturalness or acceptability tests, are
needed to confirm the plausibility of the above suggestion
and to incorporate it in the evaluation of durational rules.

The listeners’ responses in experiment 2 could also be
helpful in calculating acuity in speaking-rate perception. The
results showed that listeners’ ability to discriminate speaking
rates is extremely high~on the order of 3.5%! and compa-
rable with those of nonspeech sound sequences. This sug-
gests that a rate deviation of this order may influence the
human evaluation of synthesized speech. In a typical case
~four-mora words in the current study!, such a deviation
would amount to just 25 ms for a 700-ms word, or a 3-ms
error per 87.5-ms segment.
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1Although some of these questions have been addressed by Ventsov~1981!
and Pompino-Marschallet al. ~1982!, both studies used artificial temporal
structures that did not reflect precise temporal structures of natural speech,
as the current study does. They used regularly aligned sequences of a single
artificial syllable that achieved a precise isochronous structure, although no
naturally produced speech shows such isochronism.

2This is a variation of the theory of signal detection procedures that provides
multiple hit and false-alarm pairs from a single-session experiment to yield
an ROC ~receiver operating characteristics! curve. While the ordinary
yes–no procedure conducts separate sessions by using differenta priori
probabilities and/or applying different payoffs and penalties to set multiple
response biases, the rating procedure assumes that the observer maintained
several response biases simultaneously in a single session. Observers are
asked to provide a graded rather than a binary response, rating their expe-
rience on an ordered scale~e.g., 0,1,...,7!. Then, different boundaries be-
tween two successive categories of the scale~e.g., 0 and 1, 1 and 2,...,6 and
7! are regarded as different response criteria. For instance, in a change
detection task, a 0-1 boundary corresponds to the criterion with the highest
bias to ‘‘yes’’ responses and a 6-7 boundary corresponds to the criterion
with the highest bias to ‘‘no’’ responses. Accordingly, a pair of hit and
false-alarm rates is calculated from the cumulative rates of signal and no-
signal intervals with a criterion corresponding to each boundary. Thus,
multiple pairs of hit and false-alarm rates can be obtained up to the
number of the category boundaries~or the number of the ordered categories
minus 1!.

3This is a variation of statistical criteria to test the difference between all
pairs of observed means. It is formulated as

HSD5q~a,n,d f !A(MSE/ND),

whereq is the Studentized range witha as the significance level,n as the
total number of to-be-compared means, anddf as the degree of freedom.
MSE is the mean of squared errors that is calculated in the ANOVA pro-
cedure and ND is the number of observed data per mean.

4This is a method of psychological scaling that uses the outputs of a rating
scale method. Each of the categorical boundaries and stimuli used in the
rating is mapped on a uni-dimensional interval scale.

5The theory of signal detection can be applied to calculate the just noticeable
differences~JNDs! in the current experimental design. However, we re-
frained from publishing the results according to this method because of the
low frequency of control trials in which the standard and comparison
stimuli were identical. The JND values by this method were actually almost
the same as those published herein.
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Acoustic correlates of caller identity and affect intensity
in the vowel-like grunt vocalizations of baboons
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Comparative, production-based research on animal vocalizations can allow assessments of
continuity in vocal communication processes across species, including humans, and may aid in the
development of general frameworks relating specific constitutional attributes of callers to
acoustic-structural details of their vocal output. Analyses were undertaken on vowel-like baboon
grunts to examine variation attributable to caller identity and the intensity of the affective state
underlying call production. Six hundred six grunts from eight adult females were analyzed. Grunts
derived from 128 bouts of calling in two behavioral contexts: concerted group movements and
social interactions involving mothers and their young infants. Each context was subdivided into a
high- and low-arousal condition. Thirteen acoustic features variously predicted to reflect variation in
either caller identity or arousal intensity were measured for each grunt bout, including tempo-,
source- and filter-related features. Grunt bouts were highly individually distinctive, differing in a
variety of acoustic dimensions but with some indication that filter-related features contributed
disproportionately to individual distinctiveness. In contrast, variation according to arousal condition
was associated primarily with tempo- and source-related features, many matching those identified as
vehicles of affect expression in other nonhuman primate species and in human speech and other
nonverbal vocal signals. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1568942#

PACS numbers: 43.80.Ka@WA#

I. INTRODUCTION

Over the last half century, there has been growing re-
search interest in the natural vocal communication systems
of nonhuman primates, in part because their phylogenetic
affinity to humans recommends them as models for studying
potential precursors to human vocal communication, includ-
ing language. Such comparatively based research has re-
vealed a number of differences between human and nonhu-
man primates, for example, in detailed features of vocal
anatomy that are likely to influence the range and quality of
possible sounds that can be produced~Negus, 1949; Lieber-
man et al., 1969; Scho¨n Ybarra, 1995; Mergillet al., 1999;
reviewed in Fitch and Hauser, 1995; Fitch, 2000; Hewitt
et al., 2000!, and seemingly also in the relative contribution
of experiential influences to vocal development~reviewed in
Owrenet al., 1993; Seyfarth and Cheney, 1997!. It has also
revealed a number of important parallels. These include
similarities between the two groups in some of the functional
properties of vocal signals~e.g., Seyfarthet al., 1980; Gou-
zouleset al., 1984!; in the basic structure, layout, and modes
of operation of the principle sound production components
of the vocal tract~i.e., larynx and supralaryngeal airways:
reviewed in Fitch and Hauser, 1995; Owren and Linker,
1995; Fitch, 2000!; and thus also in the resulting acoustic-
structural features of the signals produced including certain
speech sounds~e.g., Owrenet al., 1997!. Given the latter
vocal-anatomical and acoustic-structural similarities, acous-
tic research on primates has also begun to make productive

use of speech-related conceptual and analytical tools~e.g.,
Owren and Bernacki, 1988; Seyfarthet al., 1994; Fitch,
1997; Rendallet al., 1998; reviewed in Fitch and Hauser,
1995; Owren and Linker, 1995; Owren and Bernacki, 1998!.

This kind of mix of similarities and differences between
human and nonhuman primate communication is, of course,
exactly what would be expected from the evolutionary pro-
cess. Because both outcomes are ultimately equally informa-
tive in efforts to trace the trajectory of human communica-
tion, the results of such comparatively based research are
promising. This paper extends these research efforts through
acoustic analyses of the grunt vocalizations of baboons, fo-
cusing specifically on potential acoustic correlates of caller
identity and affect intensity. These are important talker-
dimensions in human communication, including language,
supporting a variety of basic social activities. They are also
likely to have significance in baboons and many other simi-
larly social species. Hence, comparative analyses of these
dimensions may contribute to developing frameworks that
can relate a variety of constitutional attributes of signalers to
the acoustic-structural details of the signals they produce.

A. Baboon vocal communication

Baboons are well-suited to such comparatively based
acoustic research. They are the most thoroughly studied non-
human primate species. As a result, a great deal is known
about their social behavior and the general contexts of com-
munication. There is also a recent and expanding literature
on the acoustic structure and specific social-behavioral func-
tions of different calls in their vocal repertoire~e.g., Andrew,
1976; Richman, 1976; Cheneyet al., 1995, 1996; Owrena!Electronic mail: d.rendall@uleth.ca
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et al., 1997; Rendallet al., 1999, 2000; Fischeret al., 2002;
Sempleet al., 2002!. Recent work by Owrenet al. ~1997! is
especially pertinent to the present study. These authors un-
dertook a detailed analysis of the acoustic structure of grunts
produced by adult female baboons~Papio cynocephalus ursi-
nus! to examine the salient dimensions of variation in these
calls, and to investigate the underlying vocal tract mecha-
nisms responsible for their production. Their results strongly
suggest that grunts reflect the independent action of stable
vocal-fold vibration and subsequent spectral shaping by the
supralaryngeal airways, the latter imparting a clear resonant,
or formant, structure to the calls. In fact, they found that
grunts are remarkably vowel-like in their spectral structure
with the mean fundamental frequency (F0) and the means of
the first three formant frequencies of female grunts matching
very closely the meanF0 and formant frequencies of vowels
produced by English-speaking males~see Fig. 5, Owren
et al., 1997!. This acoustic convergence between the two
species was attributed to a likely similarity in vocal-fold and
vocal-tract lengths, the latter probably resulting from ba-
boons’ relatively long muzzle.

In addition to documenting the vowel-like characteris-
tics of grunts, Owrenet al. found consistent differences in
call structure between individual females. Differences were
noted in a variety of acoustic features. However, Owren
et al. suggested that the most salient were probably due to
the filtering effects of the vocal tract imparting individually
distinctive resonance patterns to the calls, echoing an earlier
proposal based on analyses of rhesus monkey vocalizations
~Rendall, 1996; Rendallet al., 1998!.

There was also some indication that the acoustic struc-
ture of grunts might differ consistently according to the be-
havioral context in which they were produced. Specifically,
grunts produced in two very distinct behavioral contexts ap-
peared to differ in the frequency of the second formant
(F2F) and in the slope of the formant-frequency spectrum
derived from linear predictive coding~LPC!. Grunts pro-
duced by animals who were about to embark on a move
across open terrain~the move context!, where they might
become separated from one another or be more vulnerable to
predators, were found to have a comparatively flat LPC-
slope and a higherF2F compared to grunts produced in the
context of social interactions involving the inspection and
handling of the young infants of other females in the group
~the infant context!, which had a steeper LPC-slope and
lower F2F. Follow-up experimental work in the field con-
firmed the salience to the animals of both the individual dif-
ferences in grunt structure and the differences associated
with these two different contexts of production~Rendall
et al., 1999!.

The present study builds on this foundation, undertaking
additional analyses of the potential identity cues available in
grunts and extending them to consider potential correlates of
arousal, or affect, in grunts produced in these two previously
studied behavioral contexts. Although not always formally
quantified, cues to arousal are held to be common in animal
vocalizations, just as they are manifest also in human speech,
where they likely serve an important social-communicative
role, regulating the details of social interactions. Field obser-

vations suggest that caller arousal might be an additional
important dimension of variation in baboon grunts in particu-
lar as the circumstances associated both with group move-
ments and with interactions involving mothers and their
young infants vary in ways that suggest connections to vari-
able underlying motivation and arousal~described further in
Sec. II!.

It is, however, extremely difficult to assess with any de-
gree of specificity the type of emotion, or state of arousal,
associated with particular behavioral contexts. Therefore, no
attempt is made in this study to label the type of emotion
underlying grunt production, nor even to assume that it is
necessarily of the same general character in the two behav-
ioral contexts. Inferences of this sort are notoriously difficult
to make even in research on human subjects where studies
are designed to induce specific emotions or to have experi-
enced actors simulate them~reviewed in Goldbecket al.,
1988!. Nevertheless, it is often possible to make reliable in-
ferences about the relative intensity of generalized~i.e., non-
specific! psychophysiological arousal, or affect—the so-
called ‘‘activity dimension’’ of emotion—in different
circumstances, and this approach has been used to good ef-
fect to evaluate concomitant acoustic variation in human
speech and other nonverbal vocal signals~e.g., Lieberman
and Michaels, 1962; Williams and Stevens, 1972; Porter
et al., 1986; Bachorowski and Owren, 1995a; Protopapas
and Eimas, 1997; Protopapas and Lieberman, 1997!. In fact,
recent reviews of human emotional expression argue that
such ‘‘nonspecific affective intensity’’ may be the most reli-
able characterization of emotional variation in the voice from
both an empirical and a theoretical standpoint~Bachorowski,
1999; Russellet al., 2003!. Hence, a similar strategy is
adopted here using the obvious qualitative variation that ex-
ists in the circumstantial details of infant interactions and
group movements, and in the accompanying behavior of call-
ers, both of which imply at least crude distinctions in the
relative intensity of the associated affective states~see Sec.
II !. These distinctions then form the basis for comparisons of
the structure of grunts for evidence of correlated variation in
specific acoustic features of the calls.

B. Vocal affect expression

While the specific acoustic features associated with
variation in affect intensity are far from fully documented for
either human or nonhuman primates, there is a reasonable
empirical literature and even some relevant processual theo-
ries ~Scherer, 1986! to guide acoustic analyses. Thus,
arousal-based physiological changes are hypothesized to in-
fluence vocal production in numerous ways. For example,
basic changes in respiration might affect the amplitude,
tempo, and absoluteF0 of calling, while changes in vocal-
fold tension and coordination~resulting from changes in
overall muscle tonus and control! might also affectF0 and
aspects of voice quality traceable to disruptions inF0 con-
trol. Spectral resonance properties might also be influenced,
for example, by accompanying facial movements, or by
changes in mucosal production that affect the reflective or
absorptive properties of the vocal tract walls~Tartter, 1980;
Scherer, 1986!.
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Research to date has described some of these phenom-
ena in nonhuman primate vocalizations. For example, vervet
monkeys produce several discrete types of alarm call, each of
which is given to a different class of predator. However, the
amplitude, amount, and rate of calling appear to vary with
the level of arousal associated with the degree of predator
threat ~Seyfarthet al., 1980!. These same acoustic features
vary with the intensity of hunger-related arousal in rhesus
monkeys producing food calls, or ‘‘coos’’~Hauser and Mar-
ler, 1993!, as do theF0 and relative tonality~or harshness! of
the calls ~Hauser, 2000!. Similarly, the amplitude,F0, and
relative tonality of calling for several different calls in the
repertoire of squirrel monkeys appear to reflect variation in
the intensity of the affective state experienced~Jürgens,
1979; Hammerschmidt and Fichtel, 2001!, while the ampli-
tude andF0 of alarm calls given by redfronted lemurs to
terrestrial predators likewise vary with the degree of threat
involved ~Fichtel and Hammerschmidt, 2001; see also Fich-
tel et al., 2001!.

Many of these same features have been identified as
correlates of affect intensity in humans. Thus, variation in
amplitude, tempo,F0 , F0 range, andF0 contours are among
the most commonly cited features associated with arousal
variation ~reviewed in Murray and Arnot, 1993; Scherer,
1995; Bachorowski, 1999!. Although their connection to dif-
ferent discrete emotions~e.g., joy, sadness, anger, surprise! is
more equivocal, increases in each feature are typically asso-
ciated with an increase in generalized psychophysiological
arousal. Several additional features related to voice quality
are also commonly examined as indices of affect intensity in
humans. These include short term variation in the frequency
and amplitude of vocal-fold vibration~‘‘jitter’’ and ‘‘shim-
mer,’’ respectively!, and the relative emphasis ofF0 com-
pared to its harmonics. These various measures of voice
quality are often connected to perceptions of roughness,
hoarseness, or breathiness in the voice and have been studied
as potential indices of age and vocal pathology, but also of
arousal variation~e.g., Williams and Stevens, 1972; van Be-
zooyen, 1984; Bachorowski and Owren, 1995a; Protopapas
and Eimas, 1997; Protopapas and Lieberman, 1997!.

Using such relationships as a guide, this paper reports
acoustic analyses of a large sample of grunts recorded from
wild baboons under circumstances associated with varying
affect intensity. It begins with a general review of the acous-
tic features of grunts, including further analysis of the poten-
tial correlates of individual identity and their possible pri-
mary connection to features associated with vocal tract
resonance. It then examines variation in the acoustic struc-
ture of grunts associated with variation in the circumstances
of call production during concerted group movements and
interactions with mothers and their infants as these relate to
basic distinctions in the intensity of the underlying affective
states.

II. METHODS

A. Study site and subjects

Research was conducted between February 1996 and
March 1997 on free-ranging baboons~Papio hamadrayas

ursinus, formerly P. cynocephalus ursinus! in the Okavango
Delta of northern Botswana. The habitat is a vast wetlands
created by seasonal flooding of the Okavango River that
yields a mixture of open, grassy floodplains and wooded is-
lands that rise a few meters above the floodplains. The sub-
jects of this study were the sexually and physically mature
adult females~.7 years! of a single group that had been
under continuous observation since 1977. As a result, the
animals were fully habituated to human observers, and the
social and genealogical history of all natal animals was
known.

B. Data collection and vocalization recording

Data were collected in one-hour observational samples
of ‘‘focal’’ females conducted throughout the day but con-
centrated between 6:00 and 14:00 as the baboons left their
sleeping site in the morning and then moved, foraged, and
socialized for the first few hours each day. Data collection
included a continuous record of the focal female’s general
activity state~e.g., resting, moving, foraging! and social be-
havior, and additional information related to spatial and eco-
logical factors~e.g., group dispersion, location within the
home range, habitat visibility!. For additional details regard-
ing the collection of behavioral data, see Rendallet al.
~2000!.

Vocalizations were recorded during the course of obser-
vational sampling. Special emphasis was placed on recording
bouts of grunting, particularly those produced in the context
of concerted group movements across open terrain~the move
context! and those produced when adult females made at-
tempts to inspect or handle the young infants of other fe-
males in the group~the infant context!. A detailed commen-
tary of the contextual details associated with each bout of
grunting was made at the same time, including information
on the identity of the caller and its behavior immediately
before and after calling, and, in the case of infant grunts, the
identity of the recipient and the quality of the interaction
between caller and recipient. It also included a record of the
time that could be used later to reconstruct the temporal de-
tails of events. All recordings were made on Sony Type IV
metal tapes using a Sony WM-D6C Professional Walkman
cassette recorder and a Sennheiser ME 80 directional micro-
phone with K3U power module. Because the animals were
fully habituated to researchers and their equipment, high-
quality recordings could be made at relatively close range
~0.5–2.0 m!.

C. Delimiting categories of arousal variation

To examine the potential effects of caller arousal on the
acoustic structure of grunts, additional criteria were used to
delimit two discrete arousal conditions~high versus low!
within both the move and infant contexts. The criteria were
based on natural variation in the contextual details associated
with infant interactions and episodes of group movement and
their predicted connection to underlying arousal variation.

For example, in the infant context, a female would often
approach a new mother and her young infant from some
distance~5–20 m!, striding—even trotting—purposefully to-
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wards them, sometimes showing moderately exaggerated
gaits and postures, such as head bouncing and shoulder
swaying, grunting as she approached. The approaching fe-
male would then reach for the infant, sometimes quite force-
fully tugging on it despite clear resistance from the infant or
its mother, or she would crouch very low to the ground and
peer intently at the infant, sometimes bobbing from side-to-
side to get a better look. At other times, interactions with
mothers and their infants were far more subdued and were
accompanied by little overt behavior. Thus, a female who
had been sitting with or near a mother and her infant for
some time would simply glance toward them, or reach out
casually to touch the infant briefly, grunting as she did so.

Using this natural contextual variability, interactions in-
volving mothers and their infants were classified into two
subcategories according to whether they occurred in the con-
text of a deliberate social approach by the caller toward a
mother and her infant from a distance of more than 5 m after
a period of at least 30 min during which there had been no
interaction between the two parties, or they occurred after a
period of at least 5 min during which the caller and the
mother and her infant had been sitting together calmly either
resting or engaged in reciprocal grooming. The former was
designated the ‘‘high arousal’’ condition and the latter the
‘‘low arousal’’ condition on the logic that females who had
not recently interacted with a mother or her new infant were
likely then to be more motivated to do so and more intensely
affected by that motivation than females who had been in
recent prolonged contact with a mother and her infant.

There was similar natural variability in the circum-
stances surrounding group movement. Concerted group
movements typically occurred either first thing in the morn-
ing as the group descended from its sleeping site to begin
daily foraging, or after a long midday rest period when af-
ternoon feeding resumed, or late in the afternoon after a pro-
tracted feeding bout in anticipation of returning to a sleeping
site. In each case, the impetus to move developed gradually.
Thus, early in a developing move sequence, one or a few
animals distributed about in space and either sitting, resting
or foraging in place began to grunt but otherwise showed
little overt behavior apart from an occasional glance in the
direction of probable movement. As a move became immi-
nent, however, the initially diffuse calling of a few dispersed
animals spread, building to a chorus of grunting involving
most animals, accompanied at first by far more frequent
glances and prolonged visual scanning in the direction of a
move and finally by actual movement.

Using this natural variability, episodes of moving were
contextually classified into two subcategories on the basis of
their temporal connection to actual movement, a period im-
mediately prior to~less than 5 min before! the group’s move-
ment across open terrain, and a period much earlier in the
developing move episode~more than 15 min before actual
movement by the group! as the impetus to move was just
beginning. The former condition was designated the ‘‘high
arousal’’ condition and the latter the ‘‘low arousal’’ condition
on the logic that the motivation to move and the relative
intensity of arousal associated with that motivation increases
closer to the time of actual movement.

D. Grunt sample

Using these contextual criteria, an equal number of grunt
bouts for each arousal condition within both contexts was
selected for as many females as possible from the database of
all available recordings. Because there was considerable
variability in the number of grunt bouts recorded from each
of the group’s females in the different contexts, the fully
balanced sample ultimately available for analysis was com-
prised of eight bouts of both move and infant grunts—four
bouts each from the high- and low-arousal conditions in each
context—for each of eight females~i.e., 16 bouts per fe-
male!. This sample yielded a total of 606 grunts from 128
different bouts of calling.

E. Acoustic analysis

Analog field recordings of grunts were digitized for
analysis with 16-bit accuracy using a sampling rate of
22 050 Hz, after low-pass filtering at 10 kHz. Acoustic
analyses were performed using Version 5.3 of the Entropic
Signal Processing System Waves1 software package
(ESPS/Waves1©) implemented on the Linux operating sys-
tem ~Red Hat 6.0©!. Guided by the relationships identified in
previous research, 13 acoustic features variously predicted to
reflect either caller identity or relative arousal level were
measured for each grunt bout. The features are listed in Table
I and illustrated in Fig. 1.

Three features predicted to reflect variation in caller
arousal were related to the tempo of call production, namely
the number of calls produced in each bout~calls per bout!,
the time interval between successive calls within each bout
~intercall interval!, and the duration of each call~call dura-
tion!. The latter two features were measured from time-
domain~waveform! representations of grunt bouts.

Six features also predicted to reflect variation in caller
arousal were attributable to the source of sound production.
The first of these was simply the maximum amplitude of
each call~amplitude!, calculated as the peak signal intensity
~dB! attained within each call. Five additional features were

TABLE I. Means, standard deviations, and coefficients of variation for
acoustic features of grunts.

Acoustic features Mean SD CV

I. Tempo-related
Calls per bout~no.! 4.4 3.4 0.78
Intercall interval~ms! 550.9 319.3 0.58
Call duration~ms! 137.9 38.9 0.28

II. Source-related
Amplitude ~dB! 79.7 3.0 0.04
F0 ~Hz! 118.4 22.4 0.19
F0 Contour-begin~Hz! 5.7 6.2 1.08
F0 Contour-end~Hz! 2.8 6.8 2.34
Jitter ~%! 4.6 6.8 1.47
H1A2H2A ~dB! 0.8 5.3 3.47

III. Filter-related
F1F ~Hz! 458 54.9 0.12
F2F ~Hz! 1383 127.0 0.09
F3F ~Hz! 2680 198.7 0.07
LPC slope~dB! 215.2 9.4 0.62

3393J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Drew Rendall: Identity and affect cues in baboon grunts



used to characterize the pattern of vocal-fold vibration and
voice quality. The most basic of these was the average fun-
damental frequency (F0) of each grunt. Because most grunts
included at least a modest frequency inflection~i.e., showed
a slight chevron-shapedF0 contour!, two measures of theF0

contour were also included. These were simply the beginning
and ending slope of theF0 contour (F0 contour-begin and
F0 contour-end!. Two additional measures of voice quality
attributable to source effects were measured. The first of
these was a measure of vocal-fold jitter. In this analysis, jitter
was calculated as the mean difference in the period~or fre-
quency! of successive cycles of vocal-fold opening and clos-
ing ~correcting for variation due to the longer-term trend of
theF0 contour! expressed as a percentage of the meanF0 for
that call. The second measure of voice quality concerned the
amplitude difference betweenF0 and its second harmonic
~i.e., H1A2H2A!. In humans, this feature of voicing reflects
the extent to which the vocal-folds close completely~i.e., are
fully adducted! during phonation. Incomplete closure, or ad-
duction, results in a strongerF0 relative to the second har-
monic ~i.e., high values of H1A2H2A! and translates per-
ceptually as hoarseness, or breathiness, in the voice
~Holmberget al., 1995!.

All source-related characteristics, except H1A2H2A,
were calculated from six cycles of vocal-fold vibration from
the middle of each grunt. Most grunts contained 8–12 such
cycles in total, so that the middle six cycles encompassed
50%–75% of each grunt around its midpoint. The H1A
2H2A parameter was measured from a 2048-point~approxi-
mately 90 ms! fast Fourier transform~or FFT! bracketing the

middle 2
3 of each grunt. From this FFT, the difference in

amplitude between H1 and H2 was calculated.
Finally, four features related to the filtering effects of the

supralaryngeal vocal tract cavities were measured. The first
three of these were simply the frequency of the first three
resonances of the vocal tract (F1F,F2F,F3F). The reso-
nant, or formant, frequencies of each grunt were identified
via autocorrelation-based linear predictive coding~LPC!. In
this analysis, a LPC spectrum was generated from a 1024-
point ~approximately 50 ms! segment from the midpoint of
each grunt, using a Hanning window, 18 coefficients, and no
preemphasis. This LPC spectrum was then overlaid on an
independently derived FFT for the same segment of the grunt
to ensure the goodness of fit of the LPC-derived frequency
spectrum. The frequencies of the first three poles of the LPC
spectrum were then extracted and retained@see Fig. 1 in
Rendall et al. ~1999! for LPC spectra of move and infant
grunts and Owren and Bernacki~1998! for additional details
of LPC analysis of nonhuman primate vocalizations#. Pre-
liminary screening and previous analyses~Owren et al.,
1997! showed that the formant frequencies of grunts do not
vary much within single calls, suggesting that dynamic
modification of vocal tract cavities during call production is
uncommon. As a result, the formant structure of each grunt
could be accurately characterized using a single, broad spec-
tral slice around its midpoint. Based on previous empirical
work and theorizing~Rendall, 1996; Rendallet al., 1998;
Owren et al., 1997!, these features of grunts were included
as potential correlates of caller identity.

The fourth filter-related feature measured for each grunt
was the slope of the LPC spectrum~LPC slope! and was
calculated as the amplitude difference between the first and
third formants~i.e., F3A-F1A). This feature of grunts was
labeled ‘‘LPC tilt’’ in an earlier analysis of grunts~Owren
et al., 1997! where it was identified as the most reliable fea-
ture distinguishing grunts produced in the move and infant
contexts. It was included in this analysis because there is
some evidence from human speech that the amplitude differ-
ence betweenF1 and F3 is one manifestation of variable
voicing effort or intensity~Holmberget al., 1995; see also
van Bezooyen, 1984!. By extension, any analogous effort-
related effects in baboon grunts might be expected to re-
flect variation in the intensity of arousal underlying call
production.

F. Statistical tests

All statistical tests were conducted using the Number
Cruncher Statistical System software package~NCSS 2000:
Hintze, 1999!. Screening of variables prior to statistical test-
ing revealed strongly right-skewed distributions for both jit-
ter and intercall interval. These two variables were log-
transformed prior to statistical analysis.

III. RESULTS

Summary statistics of the acoustic features of all grunts
combined appear in Table I. The relative variability of the
different features is indicated by their coefficients of varia-
tion, which ranged from a low of 0.07 to a high of 3.47. In

FIG. 1. Waveform and spectrogram~1024-point FFT! displays of a
short bout of two move grunts recorded from an adult female baboon illus-
trating several of the acoustic features of the calls evaluated in acoustic
analyses.
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general, formant frequencies showed relatively low vari-
ability, whereas many~but not all! of the tempo- and
source-related features showed comparatively high vari-
ability.

A. Acoustic correlates of caller identity

To evaluate the distinctiveness of grunts by caller iden-
tity and the relative contribution of specific acoustic features,
a stepwise discriminant function analysis was conducted.
Variables were entered in this analysis according to the mag-
nitude of their contribution to individual differentiation of
calls as determined by the criterion of largestF-value, or
greatest percentage change in the test statistic~Wilk’s
lambda! used to evaluate overall distinctiveness. The results
of discriminant function classification of calls are given in
Table II, and the order of entry of each acoustic feature in the
stepwise process, itsF-value and associated probability
level, and its percentage contribution to Wilk’s lambda are
given in Table III.

With all acoustic features making significant contribu-
tions to differentiation between individuals entered in the
analysis, the overall Wilk’s lambda was 0.07. The value of
this test statistic ranges from 0 to 1, where ‘‘1’’ indicates no
differentiation among groups~in this case, individuals! and

‘‘0’’ indicates perfect or complete differentiation. A value of
0.07 thus indicates a high degree of individual differentia-
tion. It is possible to evaluate the statistical significance of
Wilk’s lambda using an approximation to the chi-square dis-
tribution with p(g-1) degrees of freedom, where ‘‘p’’ refers
to the number of predictor variables used in the analysis and
‘‘ g’’ refers to the number of groups to be discriminated
~Klecka, 1980!. Using this approach, the Wilk’s lambda
value of 0.07 represents a highly statistically significant
degree of differentiation among individuals (x251578.5,
d f591, P,0.001).

This conclusion is borne out in more practical terms in
Table II which presents the ‘‘confusion matrix’’ resulting
from discriminant analysis classification of the calls by caller
identity. In this analysis, the entire sample of 606 grunts was
split in half, using calls from one half of the sample to gen-
erate discriminant functions that were then used to classify
calls from the other half of the sample. Of the 303 grunts to
be classified in this way, 196~or 64.7%! were correctly as-
signed to the individual that produced them. This level of
correct classification represents a 58.3% reduction in the er-
ror that would accompany random classification of the calls.
There was considerable variability across females in the pro-
portion of calls correctly classified, ranging from a low of
43% to a high of 100%, suggesting that some females were
more distinctive sounding than others in the context of this
sample.

Table III shows that all acoustic features made statisti-
cally significant contributions to the differentiation of grunts
by individual identity. However, some variables contributed
more to this differentiation than others as evidenced by their
higher associatedF-values and their greater percentage con-
tributions to the Wilk’s lambda test statistic. Both statistics
show a discontinuity between steps 7 and 8 of the stepwise
discriminant analysis process, indicating that the first seven
features contributed disproportionately to the individual dif-
ferentiation of grunts. There was some patterning within this
set of seven features, which included all four of the filter-
related features (F1F, F2F, F3F, LPC slope!, two of the six
source-related features (F0 , H1A2H2A! and one of the
three tempo-related features~call duration!. Thus, although
the grunts of different individuals varied along a number of
acoustic dimensions, a large portion of the distinctiveness in

TABLE II. Confusion matrix for split-sample, discriminant function classification of calls based on caller
identity.

Actual ID

Predicted ID

LX BT CT SH SS WR AL BL % Correct

LX 31 0 3 0 2 0 0 3 79.5
BT 0 26 0 5 3 1 7 2 59.1
CT 8 1 15 2 6 0 0 3 42.9
SH 0 8 0 26 1 1 8 3 55.3
SS 0 6 5 2 29 0 1 2 64.4
WR 0 0 0 0 0 23 0 0 100.0
AL 1 4 0 2 0 1 23 0 74.2
BL 4 1 6 3 1 0 1 23 59.0

196Õ303„64.7…

TABLE III. Relative influence of specific acoustic features in discriminant
function analysis based on caller identity.

Order of entry of acoustic
features F value

% change in
Wilk’s lambda

1. F1F 61.04a 41.68
2. F0 37.50a 30.54
3. F2F 36.40a 29.95
4. LPC slope 27.68a 24.56
5. Call duration 20.90a 19.76

6. F3F 20.59a 19.58
7. H1A2H2A 20.49a 19.48
8. F0 Contour-end 10.65a 11.20
9. Jitter 10.14a 10.74
10. Intercall interval 7.27a 7.95
11. Amplitude 5.90a 6.56
12. F0 Contour-begin 3.63a 4.15
13. Calls per bout 2.86b 3.30

aP,0.001.
bP,0.01.
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individuals’ calls was accounted for by acoustic features re-
lated to the effects of vocal tract filtering.

B. Acoustic correlates of affect intensity

Potential acoustic variation in grunts attributable to dif-
ferences in caller arousal, or affect, was evaluated using mul-
tivariate analysis of variance~MANOVA ! with arousal con-
dition ~high versus low! as the factor. Separate MANOVA
tests were conducted on arousal condition in each context
~infant and move! as a test of the consistency of any possible
effects. To remove variation in grunt acoustics attributable to
the effects of different callers, the data for all acoustic fea-
tures were first standardized within individuals.

Results of MANOVA tests on arousal condition for
grunts produced in each context are given in Table IV. Both
tests produced a statistically significant overall effect for
arousal condition~infant context: Wilk’s lambda50.653,F
517.21, P,0.001; move context: Wilk’s lambda50.660,
F56.23,P,0.001). In each context, this was attributable to
statistically significant variation in several acoustic features
between high- and low-arousal conditions. The specific fea-
tures showing significant variation according to arousal con-
dition were extremely consistent between the infant and
move contexts~listed in Table IV!. In fact, with one excep-
tion, the acoustic features varying significantly between
high- and low-arousal conditions of the infant context were
identical to those that varied significantly between the high-
and low-arousal conditions of the move context. The one
exception was jitter, which varied significantly in the move
but not the infant context.

As in the case of individuals, there was clear patterning
in the set of acoustic features that varied according to arousal
condition in both contexts, this time involving all three of the
tempo-related features~calls per bout, intercall interval, call
duration!, four of the six source-related features (F0 , F0

contour-begin,F0 contour-end, H1A2H2A!, and only one of
the four filter-related features~F2F!. Thus, while much of the
variation between individuals was attributable to filter-
related features, that associated with arousal differences
stemmed largely from tempo- and source-related features.

Not only was there a high degree of consistency in the
specific acoustic features varying between high- and low-
arousal conditions of the infant and move contexts, but the
direction of variation between arousal conditions for each
acoustic feature was also consistent in both contexts~Fig. 2!.
Thus, by comparison to bouts of grunts produced in the low-
arousal condition of both the infant and move contexts, those
produced in the high-arousal condition of both contexts were
characterized by a greater number of calls, of longer indi-
vidual duration, strung together in more rapid succession
~i.e., shorter intervals between calls!, with a higher F0 ,
steeperF0 contours, higher values of H1A2H2A ~i.e., in-
creased ‘‘breathiness’’ or ‘‘hoarseness’’! and a lower second
formant frequency.

C. Interrelationships among acoustic correlates
of affect

To further evaluate relationships among the acoustic fea-
tures identified as varying significantly by arousal condition,
a principal components analysis~PCA! was conducted. The
goal of this analysis was to construct a small set of orthogo-
nal factors~principle components! that would summarize the
major dimensions of independent acoustic variation in the
grunts when the effects attributable to individuals had been
controlled. To this end, a standard PCA with no factor rota-
tion was conducted using the data standardized within indi-
viduals. The resulting scree plot and eigenvalues were then
examined for obvious discontinuities in order to select the
minimum number of factors needed to best account for the
greatest share of variance in the data. This process high-
lighted four factors—all with eigenvalues greater than
1—which accounted for 55% of the variation. The PCA was
then run again, this time specifying retention of only four
factors and using a varimax rotation to improve the interpret-
ability of the resulting factors~i.e., to maximize variance in
the loadings of different acoustic features on each factor!.
The resulting factors, proportion of variance accounted for
by each, and the sign of the loading of specific acoustic
features on each factor are given in Table V.

The first factor, accounting for nearly double the varia-
tion accounted for by any of the remaining three, was asso-
ciated with all three acoustic features related to the tempo of
call production~i.e., intercall interval, calls per bout, call
duration! as well asF0 . The signs associated with each fea-
ture indicate that as the number of calls per bout increased,
so too did the duration andF0 of each call, while the interval
between successive calls decreased. The second factor was
associated with the twoF0 contour features (F0 contour-
begin,F0 contour-end! and H1A2H2A. In this case, when
theF0 contour was steeper the amplitude difference between
H1 and H2 was greater~i.e., relatively more energy in H1!.
The third factor was associated with the three formant fre-
quencies, which varied directly with one another. Finally, the
fourth factor was associated with amplitude and LPC slope.
When the amplitude of calls was high, LPC slope was flatter
~i.e., less negative!.

As an internal check on the results of MANOVA and
PCA, one final analysis was conducted, a MANOVA on

TABLE IV. Acoustic features showing significant variation between high-
and low-arousal conditions of the infant and move contexts.

Infant context
Wilk’s lambda50.653

df 13, 421
F517.21,P,0.001

Move context
Wilk’s lambda50.660

df 13, 157
F56.23,P,0.001

Tempo-related Calls per bouta Calls per bouta

Intercall intervala Intercall intervala

Call durationb Call durationa

Source-related F0
a F0

a

F0 Contour-begina F0 Contour-beginb

F0 Contour-enda F0 Contour-endb

H1A2H2Ab H1A2H2Ab

Jitterb

Filter-related F2Fa F2Fa

aP,0.01.
bP,0.05.
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arousal condition using each grunts’ score on each of the first
four principal components. For this analysis, the data were
collapsed across the infant and move contexts to produce a
single grouping of calls according to arousal level~high ver-
sus low!. This MANOVA on PCA scores revealed significant

variation by arousal condition in only the first two factors
~Table V!. This outcome corroborated the results of the origi-
nal MANOVA tests, as the seven acoustic features associated
with the first two principal components were exactly those
identified from the original MANOVA as varying signifi-

FIG. 2. Acoustic features of grunt
bouts that varied significantly between
high- and low-arousal conditions of
both the move and infant contexts.
Values plotted are the overall means
after removing variation attributable to
individuals.
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cantly between high- and low-arousal conditions of both the
infant and move contexts.

IV. DISCUSSION

A. General acoustic features of baboon grunts

Results of acoustic analyses performed here accord well
with those of the only previous detailed study of the structure
of baboon grunts by Owrenet al. ~1997!, which also focused
on the calls of adult females. Thus, the mean number of calls
contained in bouts of grunting~4.4! was identical in the two
studies, while mean values for theF0 ~118.4 Hz versus 114.5
Hz! and frequency of each of the first three formants~458,
1383, 2680 Hz versus 438, 1442, 2706 Hz! differed by only
1%–4%. The only feature whose mean value varied appre-
ciably between the two studies was call duration which was
approximately 25% longer in this study~137.9 ms! than in
that by Owrenet al. ~109.4 ms!. This difference might have
been due simply to variation in the average signal-to-noise
ratio ~SNR! of recordings used in the two studies which
could have affected the delineation of signal onsets and off-
sets used to measure call duration. The mean SNR of calls in
the present study was 33.2 dB, while that in the earlier study
was 15.8 dB. Given that the conditions of fieldwork inevita-
bly introduce some spurious variation into the recording pro-
cess, such a high degree of concordance in the basic acoustic
features of grunts argues strongly for the reliability of the
values obtained.

B. Acoustic cues to identity

Paralleling another result of the earlier study, the acous-
tic structure of adult female grunts was found to be highly
individually distinctive. Where successful classification
based on chance for the sample of eight females studied here
would have been 12.5%, discriminant analysis using 13
acoustic features of grunts successfully classified 65% of the
calls.

Individual differences in grunts could be traced to a va-
riety of acoustic features including tempo-, source- and
filter-related features, suggesting that various dimensions of
vocal production might differ between individuals. However,
a stepwise discriminant analysis of individual distinctiveness

tended to favor entry of filter-related features—specifically
the frequencies of the first three formants and the slope of the
LPC spectrum—suggesting that, as a group, these features
contributed more to the individual differentiation of grunts
than did either tempo- or source-related features. Filter-
related features also contributed to individual differentiation
of grunts in the analysis by Owrenet al., but their impor-
tance relative to other acoustic features was difficult to
evaluate in that study because only 2 of the 15 features mea-
sured were not filter related.

The relative predominance of filter-related features in
the present study does, however, replicate the results of ear-
lier research on rhesus monkey ‘‘coo’’ vocalizations, which
are structurally and functionally analogous to baboon grunts.
Like baboon grunts, rhesus monkey coos have a stableF0

and a rich harmonic structure revealing prominent vocal tract
resonances, and they are produced in a variety of behavioral
contexts including both face-to-face social interactions and
concerted group movements. Earlier systematic analyses of
the acoustic structure of coos, analogous to those conducted
here on grunts, revealed strong differentiation by individual
caller ~Rendall, 1996; Rendallet al., 1996, 1998; see also
Hauser, 1991!. In that work, a large and equal number of
filter-related and tempo- and source-related features of coos
were measured. As was true of baboon grunts, many acoustic
features contributed to individual distinctiveness in coos, but
those related to formant patterning appeared to play the larg-
est role.

This outcome led to the general proposal that distinctive
resonance patterns attributable to minor differences in vocal
tract morphology~e.g., length, shape, and tissue properties!
might be a widespread and reliable source of identity cues in
nonhuman primate calls, at least in those calls whose source
properties permit a clear ‘‘imprint’’ of vocal tract resonances
~Rendall, 1996; Rendallet al., 1998!. This proposal was
driven in part by two additional, complementary observa-
tions. The first of these was the fact that, although clearly
capable of modifying various vocal-tract articulators~e.g.,
tongue, jaw, lips; Hauseret al., 1993; Hauser and Scho¨n
Ybarra, 1994!, dynamic vocal-tract modifications during
sound production do not appear to be a routine part of call
production in nonhuman primates nor do they produce obvi-
ous resonance shifts of the sort seen in human speech~Lie-
berman, 1984; Seyfarthet al., 1994; Rendall, 1996!. The sec-
ond and complementary observation was that, by contrast,
tempo- and source-related features of calls tend to vary far
more widely within individuals according to the detailed cir-
cumstances of call production. Taken together, filter-related
features appear to be comparatively stable within individuals
and thus potentially functional as reliable cues to identity,
while the greater variability of tempo- and source-related
features is naturally suited to indexing other, more transient
characteristics of callers, such as arousal level.

Although there are few specific empirical comparisons
that can be used to judge the validity of both components of
this proposal, the results for both baboon grunts and rhesus
monkey coos vis a vis identity-cueing are encouraging as are
the present results for baboon grunts vis a vis caller arousal
~discussed below!. There is also some evidence from humans

TABLE V. Acoustic features associated with specific factors from principal
components analysis, and the percentage of variation explained by each
factor.

Factor 1a Factor 2a Factor 3 Factor 4

F0 (1) F0 Contour-
begin (1)

F1F (1) Amplitude (1)

Intercall
interval (2)

F0 Contour-
end (1)

F2F (1) LPC slope (2)

Calls per
bout (1)

H1A2H2A (1) F3F (1)

Call duration
(1)
19.11% 12.62% 12.57% 11.11%

aPCA factors showing significant variation according to arousal condition in
MANOVA test on data collapsed across the infant and move contexts~see
text for additional details!.
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in support of the identity-cueing component. Here, dynamic
modifications of the vocal tract that generate the variable
formant patterns of different speech sounds would seem to
obscure any potentially individualistic formant patterns, and
individually distinctive voice patterns then have often been
sought in a variety of tempo- and source-related features of
speech. Nevertheless, filter-related features, such as the
higher formants~above F2! that are not so centrally involved
in variable linguistic encoding, and nasal resonances, have
sometimes been implicated~reviewed in Bricker and Pruzan-
sky, 1976; Nolan, 1983; Remezet al., 1997!. Furthermore,
recent work in speech perception indicating that vowel iden-
tification is significantly better when listeners are familiar
with the speaker suggests that, despite their obvious linguis-
tic variability, formant patterns might be quite individualistic
~Palmeri et al., 1993; Nygaardet al., 1995!. In fact, very
recent detailed MRI studies suggest that, despite significant
linguistically driven vocal tract variability, the average con-
figuration of a speaker’s vocal tract~what would approxi-
mate a neutral configuration like that associated with the
schwa vowel! may be unique to the individual~Titze and
Story, 2002; see also Story and Titze, 2001, 2002!. The latter
MRI work has fully characterized only four individuals to
date, however. So it remains to be seen whether this result is
robust.

An important extension of the latter findings, though, is
that some of the individual differences in formants, both in
baboon grunts and the vocal signals of other species, might
be traceable ultimately to differences in body size. Formants
manifest the resonating properties of the vocal tract, which
are determined in large part by its length. Vocal tract length,
in turn, has been proposed to scale predictably with overall
body size~Fitch, 1997, 2000!. There are data from several
species that support these various connections, either indi-
rectly in the form of consistent differences in the formant
frequencies of vocal signals produced by individuals of dif-
ferent age or sex classes that also vary consistently in body
size ~e.g., humans: Hollienet al., 1994; rhesus monkeys:
Fitch, 1997; baboons: Fischeret al., 2002; Rendallet al.,
2003!, or more directly in the form of correlations between
biometric measures of vocal tract length and body size~hu-
mans: Fitch and Giedd, 1999; dogs: Riede and Fitch, 1999!.
There are also some data that contradict the proposal. For
example, Fitch~1999! has shown that the trachea in several
bird species has been drastically elongated, thereby length-
ening the vocal tract out of all proportion to body size, and
Fitch and Reby~2001! have shown that the larynx in some
species of deer can be dramatically retracted in the vocal
tract, thereby quite flexibly altering overall vocal tract length
and its associated resonant frequencies. Such ambiguities
notwithstanding, it seems very likely that at least some por-
tion of the formant differences between individuals reflects
differences in the length of the vocal tract that arise ulti-
mately from differences in overall body size.

C. Acoustic cues to arousal

Bouts of grunts produced by baboons in the context of
group movements and during social interactions with moth-
ers and their young infants also differed consistently as a

function of caller arousal. This analysis identified a set of
eight acoustic features that varied significantly between the
high- and low-arousal conditions of these two contexts, with
the direction of variation for each feature consistent across
both contexts. In contrast to the pattern observed with re-
spect to individual identity, most of the variation in grunt
structure associated with arousal condition pertained to
tempo- and source-related acoustic features: all three tempo-
related features and four of the six source-related features
varied between the high- and low-arousal conditions, but
only one filter-related feature did so.

These results are consistent with the bulk of previous
work on acoustic correlates of affect which likewise empha-
sizes tempo- and source-related features. In fact, many of the
specific features identified in this study are ones commonly
connected to arousal intensity. Thus, the amount and rate of
calling as well as the absoluteF0 and relative tonality~or
harshness! of calls and the peakedness of theirF0 contours
are frequently cited indices of arousal intensity in human
speech~reviewed in Murray and Arnot, 1993; Scherer, 1995;
Bachorowski, 1999! and other nonverbal vocal signals~e.g.,
crying: Porteret al., 1986! as well as in the calls of other
animal species where known~see the Introduction!. More-
over, the direction of arousal-related variation in these fea-
tures of grunts matches that observed in other studies, with
increases in arousal producing increases in each feature. For
example, just as bouts of baboon grunts produced in the
high- as compared to low-arousal condition consisted of
more calls, delivered at a faster rate, with higher averageF0 ,
greaterF0 excursions, and increased harshness or breathi-
ness, bouts of food-associated vocalizations~coos! in rhesus
monkeys produced under conditions of increased hunger
consisted of more calls, produced at a more rapid rate, with
higher averageF0, and increased harshness~Hauser, 2000!.
The same pattern is reported for humans: increased arousal is
typically associated with increases in overall speaking rate,
F0, and modulations of theF0 contour. Similarly, in human
infants, bouts of crying induced by increasingly invasive,
and thus painful, surgical procedures include more cries, pro-
duced at a faster rate, with higher averageF0 , greaterF0

excursions, and more irregularities in theF0 contour~Porter
et al., 1986!.

Although most of the features varying with arousal in-
tensity in baboon grunts are consistent with those identified
as vehicles of affect expression in other studies, two features
of grunts that varied with arousal level are not so readily
corroborated, namely the duration of individual calls~call
duration! and the frequency of the second formant (F2F).
The results for call duration are consistent with the overall
pattern. Like the other tempo- and source-related features
varying with arousal intensity, the duration of individual
grunts increased in the high-arousal compared to the low-
arousal condition. Longer calls under conditions of higher
arousal could plausibly reflect attempts to signal more em-
phatically or conspicuously in this condition, just as produc-
ing more calls at a faster rate under high-arousal conditions
would seem to be parallel components of such an effort.

Although plausible, the relationship for call duration is
more difficult than the others to confirm because call dura-
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tion seems not to be routinely measured in studies of vocal
affect. Research on human speech has shown that vowel du-
rations vary between different simulated emotions~Leinonen
et al., 1997!. It has also consistently shown that vowel dura-
tion increases with increased vocal effort. For example, vow-
els are longer in shouted, as opposed to comfortably spoken
or whispered speech~e.g., Fónagy and Fo´nagy, 1966; Traun-
müller and Eriksson, 2000!. In as much as the latter effort-
related increases in vowel duration parallel effects associated
with increased arousal, they may help to corroborate the re-
sults for call duration in baboon grunts. However, research
into the effects of arousal variation on the acoustics of hu-
man infant crying is more equivocal. For example, Zeskind
et al. ~1985! describe a ‘‘classic pattern’’ for cries produced
in response to the application of a brief painful stimulus~a
rubber-band snap to the foot! involving a single long cry as
the stimulus is applied followed by a series of cries of shorter
individual duration as the pain subsides, while Porteret al.
~1986! report the opposite pattern: increased~pain-induced!
arousal is associated with cries of shorter, not longer, indi-
vidual duration.

Results forF2F are also difficult to corroborate because,
as with call duration, formant features have not always been
a standard component of vocal affect research. However,
some researchers have proposed plausible arousal-related
formant changes mediated through effects either on accom-
panying facial gestures, exaggerated effortful articulations,
or on general tensing or relaxation of supralaryngeal airways
~Scherer, 1986!. Although many of the relationships remain
to be tested formally, there are already some supporting data.
For example, Hauseret al. ~1993! reported variation in the
facial gestures that accompany several different rhesus mon-
key vocalizations and also variation specifically in mandibu-
lar position during the production of ‘‘coo’’ vocalizations
that affected the ‘‘dominant frequency’’ of these calls. Al-
though neither result was related specifically to arousal-
variation or to formantsper se, the variable facial gestures
described do probably manifest variable underlying arousal
and would plausibly affect any resonance structure in the
associated calls. Among humans, Tartter~1980! reported that
smiling while speaking resulted in predictable increases in
the formants~as well as F0) of vowel sounds. Bachorowski
and Owren~1995a, b! also reported variation in vowel for-
mants that was associated with variation in the intensity of
both positive and negative emotions. Variable vowel for-
mants have also been linked to variable vocal effort and as-
sociated voice loudness, probably as a result of effort-related
differences in mouth opening or flaring~Traunmüller and
Eriksson, 2000!.

Finally, while a number of acoustic features of grunts
varied with arousal intensity, some of those specifically pre-
dicted to do so, in fact, did not. One of these was amplitude,
which is widely held to reflect varying arousal intensity. The
other was LPC slope. Although not commonly associated
with arousal variation~cf. Van Bezooyan, 1984!, LPC slope
was nevertheless included here because of a proposed con-
nection to voicing effort or intensity in human vowels. For
example, Holmberget al. ~1995! report a positive correlation
between the slope of the LPC spectrum~measured as the

amplitude difference betweenF1 andF3) and sound pres-
sure level, higher frequencies increasingly emphasized in
vowels as voice ‘‘loudness’’ increases~see also Holmberg
et al., 1988; Traunmu¨ller and Eriksson, 2000!. Extrapolating
from this work, any similar effort- or intensity-related effects
on the spectral slope of baboon grunts were predicted to
reflect variation in the intensity of arousal underlying call
production. And, in fact, amplitude and LPC slope were cor-
related in the baboon grunts as evidenced by their grouping
together in the same factor of the principal components
analysis. However, neither feature varied significantly by
arousal condition. This is surprising for two reasons. First, as
noted, call amplitude is probably the feature of vocal produc-
tion most widely assumed to index arousal intensity. Second,
the voice quality feature, H1A2H2A, did vary significantly
by arousal condition, and one reliable correlate of this
feature—at least in humans—is variable emphasis of higher
frequencies and thus variable LPC slope~Holmberg et al.,
1995!.

One possible explanation for the association between
arousal condition and H1A2H2A but not either amplitude or
LPC slope is that the latter two acoustic features may be
more adversely affected by variation in subject–microphone
~i.e., recording! distances. Although all recordings used in
this analysis were made under ideal field conditions at rela-
tively close range, there was nevertheless some inevitable
variation in the recording distance~from 0.5 to 2 m!. Such
variation is a routine obstacle to the use of amplitude in
analyses of field-based recordings, and so amplitude results
must always be interpreted cautiously. In this case, variable
recording distances might have obscured some of the natural
amplitude difference between arousal conditions with similar
effects on spectral slope~given the association between the
two!, but have had comparatively little impact on the low
frequency end of the spectrum from which the H1A2H2A
measure derives.

Another possibility for LPC slope is that this acoustic
feature of grunts also varies with behavioral context. Owren
et al. ~1997! found that LPC slope was the acoustic feature
that best distinguished grunts produced in the move and in-
fant contexts, a finding later confirmed by field playback
experiments~Rendallet al., 1999!. Hence, this feature of ba-
boon grunts may reflect an interaction of the effects of con-
text and vocal intensity that precluded it from sorting cleanly
according to the two arousal conditions studied here.

One additional acoustic variable that did not vary con-
sistently by arousal condition was the voice quality feature,
jitter. Although a second voice quality feature, H1A2H2A,
did vary consistently between high- and low-arousal condi-
tions of both contexts, jitter did so only in the move context.
Although equivocal, this variable pattern of results is actu-
ally consistent with the history of work on features of voice
quality in humans, in which jitter, and other measures of
vocal perturbation, sometimes show up as related to arousal
or anxiety and other times do not~reviewed in Protopapas
and Lieberman, 1997!. The failure to find consistent effects
for jitter across both contexts of grunting, then, might indi-
cate that it is not a reliable marker of affect intensity, or that
it interacts with other production processes in complex ways
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that produce this sort of variable outcome. Another possibil-
ity is that the inconsistent effect reflects variable association
with different emotional states~Scherer, 1986!. This study
focused only on variation in the intensity of nonspecific
arousal in two contexts of grunt production. While this op-
erationalization seems to have captured some of the arousal-
related variation in these calls, the tone or quality of emo-
tional state associated with grunt production might well vary
between the two contexts~in addition to varying in its inten-
sity within each!, and jitter might not be associated with
variation in the intensity of the emotion accompanying
grunting in the infant context.

In sum, the results of this study tend to support theoret-
ical predictions and a small set of empirical findings on the
relative importance of formants in identity cueing in nonhu-
man primate vocalizations. They also reveal a variety of po-
tential acoustic correlates of affect intensity in baboon
grunts, many of which show signs of continuity with ve-
hicles of vocal affect expression in other species, including
humans. Both results are promising vis a vis the develop-
ment of general, production-based schemes that can relate
enduring constitutional attributes of callers~e.g., sex, age,
individual identity, general health and vigor!, as well as their
more transient physiological and psychological states~e.g.,
arousal, motivational, and cognitive states; acute patholo-
gies!, to specific dimensions of variation in their vocal out-
put.

ACKNOWLEDGMENTS

Thanks are extended to the Office of the President and
the Department of Wildlife and National Parks of the Repub-
lic of Botswana for permission to conduct research in the
Moremi Game Reserve, and to Robert Seyfarth and Dorothy
Cheney for the opportunity to conduct this research at their
field site. Thanks also to Robert, Dorothy, Sergio Pellis, and
two anonymous reviewers for many helpful comments on an
earlier version of this manuscript. Research support was pro-
vided by the Natural Sciences and Engineering Research
Council of Canada, the L.S.B. Leakey Foundation, and the
University of Lethbridge.

Andrew, R. J.~1976!. ‘‘Use of formants in the grunts of baboons and other
nonhuman primates,’’ Ann. N.Y. Acad. Sci.280, 673–693.

Bachorowski, J-A.~1999!. ‘‘Vocal expression and perception of emotion,’’
Curr. Dir. Psychol. Sci.8, 53–57.

Bachorowski, J.-A., and Owren, M. J.~1995a!. ‘‘Vocal expression of emo-
tion: Acoustic properties of speech are associated with emotional intensity
and context,’’ Psychol. Sci.6, 219–224.

Bachorowski, J.-A., and Owren, M. J.~1995b!. ‘‘Vocal expression of emo-
tion is associated with formant characteristics,’’ J. Acoust. Soc. Am.98,
2936–2937.

Bricker, P. D., and Pruzansky, S.~1976!. ‘‘Speaker recognition,’’ inContem-
porary Issues in Experimental Phonetics, edited by N. J. Lass~Academic,
New York!, pp. 295–326.

Cheney, D. L., Seyfarth, R. M., and Silk, J. B.~1995!. ‘‘The role of grunts in
reconciling opponents and facilitating interactions among adult female ba-
boons,’’ Anim. Behav.50, 249–257.

Cheney, D. L., Seyfarth, R. M., and Palombit, R. A.~1996!. ‘‘The function
and mechanisms underlying baboon ‘contact’ barks,’’ Anim. Behav.52,
507–518.

Fichtel, C., and Hammerschmidt, K.~2001!. ‘‘Information content of red-
fronted lemur~Eulemur fulvus! alarm calls,’’ Adv. Ethol.36, 16–17.

Fichtel, C., Hammerschmidt, K., and Ju¨rgens, U.~2001!. ‘‘On the vocal
expression of emotion: A multi-parametric analysis of different states of
aversion in the squirrel monkey,’’ Behaviour138, 97–116.

Fischer, J., Hammerschmidt, K., Cheney, D. L., and Seyfarth, R. M.~2002!.
‘‘Acoustic features of male baboon loud calls: Influences of context, age,
and individual identity,’’ J. Acoust. Soc. Am.111, 1465–1474.

Fitch, W. T. ~1997!. ‘‘Vocal tract length and formant frequency dispersion
correlate with body size in rhesus macaques,’’ J. Acoust. Soc. Am.102,
1213–1222.

Fitch, W. T. ~1999!. ‘‘Acoustic exaggeration of size in birds by tracheal
elongation: comparative and theoretical analyses,’’ J. Zool.248, 31–49.

Fitch, W. T. ~2000!. ‘‘The evolution of speech: A comparative review,’’
Trends Cog. Sci.4, 258–267.

Fitch, W. T., and Hauser, M. D.~1995!. ‘‘Vocal production in nonhuman
primates: Acoustics, physiology, and functional constraints on ‘‘honest’’
advertisement,’’ Am. J. Primatol37, 179–190.

Fitch, W. T., and Giedd, J.~1999!. ‘‘Morphology and development of the
human vocal tract. A study using magnetic resonance imaging,’’ J. Acoust.
Soc. Am.106, 1511–1522.

Fitch, W. T., and Reby, D.~2001!. ‘‘The descended larynx is not uniquely
human,’’ Proc. R. Soc. London, Ser. B268, 1669–1675.

Fónagy, I., and Fo´nagy, J.~1966!. ‘‘Sound pressure level and duration,’’
Phonetica15, 14–21.

Goldbeck, T., Tolkmitt, F., and Scherer, K. R.~1988!. ‘‘Experimental studies
of vocal affect communication,’’ inFacets of Emotion, edited by K. R.
Scherer~Erlbaum, Hillsdale, NJ!, pp. 119–137.

Gouzoules, S., Gouzoules, H., and Marler, P.~1984!. ‘‘Rhesus monkey
~Macaca mulatta! screams: representational signaling in the recruitment of
agonistic aid,’’ Anim. Behav.32, 182–193.

Hammerschmidt, K., and Fichtel, C.~2001!. ‘‘Call pitch’ as an indicator of
the intensity of affective states,’’ Adv. Ethol.36, 16.

Hauser, M. D.~1991!. ‘‘Sources of acoustic variation in rhesus macaque
~Macaca mulatta! vocalizations,’’ Ethology8, 29–46.

Hauser, M. D.~2000!. ‘‘The sound and the fury: Primate vocalizations as
reflections of emotion and thought,’’ inThe Origins of Music, edited by N.
Wallin, B. Merker, and S. Brown~MIT, Cambridge, MA!, pp. 77–102.

Hauser, M. D., and Marler, P.~1993!. ‘‘Food-associated calls in rhesus
macaques~Macaca mulatta!: I. Socioecological factors,’’ Behav. Ecol.4,
194–205.

Hauser, M. D., and Scho¨n Ybarra, M. A.~1994!. ‘‘The role of lip configu-
ration in monkey vocalizations: Experiments using xylocaine as a nerve
block,’’ Brain Lang46, 232–244.

Hauser, M. D., Evans, C. S., and Marler, P.~1993!. ‘‘The role of articulation
in the production of rhesus monkey,Macaca mulatta, vocalizations,’’
Anim. Behav.45, 423–433.

Hewitt, G., MacLarnon, A., and Jones, K. E.~2000!. ‘‘The functions of
laryngeal air sacs in Primates: A new hypothesis,’’ Folia Primatol~Basel!
73, 70–94.

Hintze, J. L.~1999!. Number Cruncher Statistical System, 2000~Kaysville,
Utah!.

Hollien, H., Green, R., and Massey, K.~1994!. ‘‘Longitudinal research on
adolescent voice change in males,’’ J. Acoust. Soc. Am.96, 2646–2654.

Holmberg, E. B., Hillman, R. E., and Perkell, J. S.~1988!. ‘‘Glottal airflow
and transglottal air pressure measurements for male and female speakers
in soft, normal, and loud voice,’’ J. Acoust. Soc. Am.84, 511–529.

Holmberg, E. B., Hillman, R. E., Perkell, J. S., Guiod, P. C., and Goldman,
S. L. ~1995!. ‘‘Comparisons among aerodynamic, electroglottographic,
and acoustic spectral measures of female voice,’’ J. Speech Hear. Res.38,
1212–1223.

Jürgens, U.~1979!. ‘‘Vocalization as an emotional indicator: A neuroetho-
logical study in the squirrel monkey,’’ Behaviour69, 88–117.

Klecka, W. R.~1980!. Discriminant Analysis. Series: Quantitative Applica-
tions in the Social Sciences~Sage, London!.

Leinonen, L., Hiltunen, T., Linnankoski, I., and Laakso, M.~1997!. ‘‘Ex-
pression of emotional-motivational connotations with a one-word utter-
ance,’’ J. Acoust. Soc. Am.102, 1853–1863.

Lieberman, P.~1984!. The Biology and Evolution of Language~Harvard U.
P., Cambridge, MA!.

Lieberman, P., and Michaels, S. B.~1962!. ‘‘Some aspects of fundamental
frequency and envelope amplitude as related to the emotional content of
speech,’’ J. Acoust. Soc. Am.34, 922–927.

Lieberman, P. H., Klatt, D. H., and Wilson, W. H.~1969!. ‘‘Vocal tract
limitations on the vowel repertoires of rhesus monkey and other nonhu-
man primates,’’ Science164, 1185–1187.

3401J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Drew Rendall: Identity and affect cues in baboon grunts



Mergill, P., Fitch, T., and Herzel, H.~1999!. ‘‘Modeling of the role of non-
human vocal membranes in phonation,’’ J. Acoust. Soc. Am.105, 2020–
2028.

Murray, I. R., and Arnot, J. L.~1993!. ‘‘Toward the simulation of emotion in
synthetic speech: A review of the literature on human vocal emotion,’’ J.
Acoust. Soc. Am.93, 1097–1108.

Negus, V. E.~1949!. The Comparative Anatomy and Physiology of the Lar-
ynx ~Hafner, New York!.

Nolan, F. ~1983!. The Phonetic Bases of Speaker Recognition~Cambridge
U. P., Cambridge, MA!.

Nygaard, L. C., Sommers, M. S., and Pisoni, D. B.~1995!. ‘‘Speech percep-
tion is a talker-contingent process,’’ Psychol. Sci.5, 42–46.

Owren, M. J., and Bernacki, R. H.~1988!. ‘‘The acoustic features of vervet
monkey alarm calls,’’ J. Acoust. Soc. Am.83, 1927–1935.

Owren, M. J., and Bernacki, R. H.~1998!. ‘‘Applying linear predictive cod-
ing ~LPC! to frequency-spectrum analysis of animal acoustic signals,’’ in
Animal Acoustic Communication: Sound Analysis and Research Methods,
edited by S. L. Hopp, M. J. Owren, and C. S. Evans~Springer-Verlag,
Heidelberg!, pp. 129–162.

Owren, M. J., and Linker, C. D.~1995!. ‘‘Some analysis methods that may
be useful to acoustic primatologists,’’ inCurrent Topics in Primate Vocal
Communication, edited by E. Zimmerman, J. D. Newman, and U. Ju¨rgens
~Plenum, New York!, pp. 1–27.

Owren, M. J., Seyfarth, R. M., and Cheney, D. L.~1997!. ‘‘The acoustic
features of vowel-like grunt calls in chacma baboons~Papio cynocephalus
ursinus!: implications for production processes and functions,’’ J. Acoust.
Soc. Am.101, 2951–2963.

Owren, M. J., Dieter, J. A., Seyfarth, R. M., and Cheney, D. L.~1993!.
‘‘Vocalizations of rhesus~Macaca mulatta! and Japanese~M. fuscata!
macaques cross-fostered between species show evidence of only limited
modification,’’ Dev. Psychobiol.26, 389–406.

Palmeri, T. J., Goldinger, S. D., and Pisoni, D. B.~1993!. ‘‘Episodic encod-
ing of voice attributes and recognition memory for spoken words,’’ J. Exp.
Psychol. Learn. Mem. Cogn.19, 309–328.

Porter, F. L., Miller, R. H., and Marshall, R. E.~1986!. ‘‘Neonatal pain cries:
Effect of circumcision on acoustic features and perceived urgency,’’ Child
Dev. 57, 790–802.

Protopapas, A., and Eimas, P. D.~1997!. ‘‘Perceptual differences in infant
cries revealed by modifications of acoustic features,’’ J. Acoust. Soc. Am.
102, 3723–3734.

Protopapas, A., and Lieberman, P.~1997!. ‘‘Fundamental frequency of pho-
nation and perceived emotional stress,’’ J. Acoust. Soc. Am.101, 2267–
2277.

Remez, R. E., Fellowes, J. M., and Rubin, P. E.~1997!. ‘‘Talker identifica-
tion based on phonemic information,’’ J. Exp. Psychol. Hum. Percept.
Perform.23, 651–666.

Rendall, D.~1996!. ‘‘Social communication and vocal recognition in free-
ranging rhesus monkeys~Macaca mulatta!,’’ Ph.D. dissertation, University
of California—Davis.

Rendall, D., Owren, M. J., and Rodman, P. S.~1998!. ‘‘The role of vocal
tract filtering in identity cueing in rhesus monkey~Macaca mulatta! vo-
calizations,’’ J. Acoust. Soc. Am.103, 602–614.

Rendall, D., Rodman, P. S., and Emond, R. E.~1996!. ‘‘Vocal recognition of
individuals and kin in free-ranging rhesus monkeys,’’ Anim. Behav.51,
1007–1015.

Rendall, D., Cheney, D. L., and Seyfarth, R. M.~2000!. ‘‘Proximate factors

mediating ‘contact’ calls in adult female baboons and their infants,’’ J.
Comp. Psychol.114, 36–46.

Rendall, D., Owren, M. J., Weerts, E., and Hienz, R. J.~in press!. ‘‘Sex
differences in the acoustic structure of vowel-like baboon grunts and their
perceptual salience to listeners,’’ J. Acoust. Soc. Am.

Rendall, D., Seyfarth, R. M., Cheney, D. L., and Owren, M. J.~1999!. ‘‘The
meaning and function of grunt variants in baboons,’’ Anim. Behav.57,
583–592.

Richman, B.~1976!. ‘‘Some vocal distinctive features used by gelada mon-
keys,’’ J. Acoust. Soc. Am.60, 718–724.

Riede, T., and Fitch, W. T.~1999!. ‘‘Vocal tract length and acoustics of
vocalizations in the domestic dog~Canis familiaris!,’’ J. Exp. Biol. 202,
2859–2867.

Russell, J. A., Bachorowski, J-A., and Ferna´ndez-Dols, J-M.~2003!. ‘‘Facial
and Vocal Expressions of,’’ Ann. Rev. Psychol.54, 329–349.

Scherer, K.~1986!. ‘‘Vocal affect expression: A review and a model for
future research,’’ Psychol. Bull.99, 143–165.

Scherer, K.~1995!. ‘‘Expression of emotion in voice and music,’’ J. Voice9,
235–248.

Schön Ybarra, M.~1995!. ‘‘A comparative approach to the nonhuman pri-
mate vocal tract: Implications for sound production,’’ inCurrent Topics in
Primate Vocal Communication, edited by E. Zimmerman, J. D. Newman,
and U. Ju¨rgens~Plenum, New York!, pp. 185–198.

Semple, S., McComb, K., Alberts, S., and Altmann, J.~2002!. ‘‘Information
content of female copulation calls in yellow baboons,’’Am. J. Primatol56,
43–56.

Seyfarth, R. M., and Cheney, D. L.~1997!. ‘‘Some general features of vocal
development in nonhuman primates,’’ inSocial Influences on Vocal De-
velopment, edited by C. T. Snowdon and M. Hausberger~Cambridge U. P.,
Cambridge!, pp. 249–274.

Seyfarth, R. M., Cheney, D. L., and Marler, P.~1980!. ‘‘Monkey responses
to three different alarm calls: evidence for predator classification and se-
mantic communication,’’ Science210, 801–803.

Seyfarth, R. M., Cheney, D. L., Harcourt, A. H., and Stewart, K. J.~1994!.
‘‘The acoustic features of gorilla double grunts and their relation to be-
havior,’’ Am. J. Primatol33, 31–50.

Story, B. H., and Titze, I. R.~2001!. ‘‘The relationship of vocal tract shape
to three voice qualities,’’ J. Acoust. Soc. Am.109, 1651–1667.

Story, B. H., and Titze, I. R.~2002!. ‘‘A preliminary study of voice quality
transformation based on modifications to the neutral vocal tract area func-
tion,’’ J. Phonetics30, 485–509.

Tartter, V. C.~1980!. ‘‘Happy talk: Perceptual and acoustic effects of smiling
on speech,’’ Percept. Psychophys.27, 24–27.

Titze, I. R., and Story, B. H.~2002!. ‘‘Voice quality: What is most charac-
teristic about ‘you’ in speech,’’ Acoust. Soc. Am. Newsletter, Echoes12,
1–4.

Traunmüller, H., and Eriksson, A.~2000!. ‘‘Acoustic effects of variation in
vocal effort by men, women, and children,’’ J. Acoust. Soc. Am.107,
3438–3451.

van Bezooyan, R.~1984!. Characteristics and Recognizability of Vocal Ex-
pressions of Emotion~Foris, Dordrecht!.

Williams, C. E., and Stevens, K. N.~1972!. ‘‘Emotions and speech: Some
acoustical correlates,’’ J. Acoust. Soc. Am.52, 1238–1250.

Zeskind, P. S., Sale, J., Maio, M. L., Huntington, L., and Weisman, J. R.
~1985!. ‘‘Adult perceptions of pain and hunger cries: A synchrony of
arousal,’’ Child Develop.56, 549–554.

3402 J. Acoust. Soc. Am., Vol. 113, No. 6, June 2003 Drew Rendall: Identity and affect cues in baboon grunts



Patterns in the vocalizations of male harbor seals
Sofie M. Van Parijsa)

Norwegian Polar Institute, Tromsø N-9296, Norway and Norwegian College of Fisheries Science,
University of Tromsø, Tromsø N-9037, Norway

Peter J. Corkeron
Norwegian Institute of Fisheries and Aquaculture, N-9291 Tromsø, Norway

James Harvey
Moss Landing Marine Laboratories, 8272 Moss Landing Road, California 95039

Sean A. Hayes
Biology Department, Earth/Marine Sciences, University of California, Santa Cruz, California 95064

David K. Mellinger
Monterey Bay Aquarium Research Institute, 7700 Sandholdt Road, Moss Landing, California 95039
and Oregon State University, Cooperate Institute for Marine Resource Studies,
2030 South Marine Science Drive, Newport, Oregon 97365

Philippe A. Rouget
Bamfield Marine Station, Bamfield, British Columbia V0R 1B0, Canada
and Department of Biology, University of Victoria, Victoria, British Columbia, Canada

Paul M. Thompson
Lighthouse Field Station, University of Aberdeen, Cromarty, Ross-Shire IV11 8YJ, United Kingdom

Magnus Wahlberg
National Board of Fisheries, Institute of Coastal Research, Nya Varvet 31, 426 71 Va Fro¨lunda, Sweden
and Center for Sound Communication, Department of Zoophysiology, A˚ rhus University,
Building 131, CF Møllers Alle, DK-8000 A˚ rhus C, Denmark

Kit M. Kovacs
Norwegian Polar Institute, Tromsø N-9296, Norway

~Received 19 July 2002; revised 10 February 2003; accepted 26 February 2003!

Comparative analyses of the roar vocalization of male harbor seals from ten sites throughout their
distribution showed that vocal variation occurs at the oceanic, regional, population, and
subpopulation level. Genetic barriers based on the physical distance between harbor seal populations
present a likely explanation for some of the observed vocal variation. However, site-specific vocal
variations were present between genetically mixed subpopulations in California. A tree-based
classification analysis grouped Scottish populations together with eastern Pacific sites, rather than
amongst Atlantic sites as would be expected if variation was based purely on genetics. Lastly, within
the classification tree no individual vocal parameter was consistently responsible for consecutive
splits between geographic sites. Combined, these factors suggest that site-specific variation
influences the development of vocal structure in harbor seals and these factors may provide evidence
for the occurrence of vocal dialects. ©2003 Acoustical Society of America.
@DOI: 10.1121/1.1568943#

PACS numbers: 43.80.Ka@WA#

I. INTRODUCTION

Geographic variation in vocal patterns may occur for a
variety of reasons, such as genetic variation, founder effects,
and adaptations to the environment through contextual learn-
ing. Variations in vocalizations have been shown to be ge-
netically based in several bird species~Kroodsma and Ca-
nady, 1985; Baker and Bailey, 1987; Medvinet al., 1992;
McCracken and Sheldon, 1997! and a few mammals~Lie-
blich et al., 1980; Nevoet al., 1987!. Founder effects appear
to be relatively rare, but have been suggested to be the prob-

able cause of vocal variation in the northern elephant seal,
Mirounga angustriostris~Le Boeuf and Petrinovich, 1974!.
Environmental factors affecting transmission properties can
influence animals to adapt their call types to increase the
likelihood of transmission, even among species that are ca-
pable only of contextual learning~e.g., Janik and Slater,
1997!. Although several studies have shown geographic
variation in the usage of call types or site-specific calls, few
studies conclusively demonstrate which mechanisms are re-
sponsible for these differences~Nevo et al., 1987; Mc-
Cracken and Sheldon, 1997!.

Vocal communication involves two types of learning,
contextual and production learning. Contextual learning isa!Electronic mail: sofievp@nfh.uit.no
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defined as ‘‘associating an existing signal with a new context
as a result of experience with the usage of signals by other
individuals,’’ and production learning is defined as ‘‘signals
that are modified as a result of experience with other indi-
viduals’’ ~Janik and Slater, 2000!. Vocal learning can be de-
fined as production learning in the vocal domain. Vocal
learning has primarily been studied in birds~e.g., Todt, 1975;
Pepperberg, 1981; Kroodsma and Baylis, 1982; Baptista and
Schuchmann, 1990; Gauntet al., 1994!. Evidence for vocal
learning in nonhuman mammals is still scarce, but vocal
learning has been demonstrated in bats, phocid seals and
cetaceans~see review in Janik and Slater, 1997!. Clear evi-
dence for vocal learning in nonhuman mammals is often dif-
ficult to obtain. To date, the most convincing evidence comes
from experimental studies performed with captive animals
~e.g., Caldwell and Caldwell, 1972; Reiss and McCowan,
1993!.

Demonstrating vocal learning from observational data is
much more difficult. In the case of marine mammals, the
difficulties associated with keeping captive animals often
means that observational data is the only possible source of
information. Unfortunately, observational data can almost
never exclude the occurrence of usage learning based on a
pre-existing repertoire~Janik and Slater, 2000!. Nonetheless,
vocal learning has been demonstrated from observational
data in humpback whales,Megaptera novaeangliae, in the
wild ~e.g., Payne and McVay, 1971; Payneet al., 1983;
Guinee et al., 1983; Payne and Payne, 1985; Noadet al.,
2000!.

In phocid seals, vocal learning has been clearly demon-
strated in two captive harbor seals.Phoca vitulina, that were
shown to be capable of imitating speech sounds~Rallset al.,
1985!. Some observational data also exist suggesting that
vocal dialects between adjacent colonies in Weddel seals,
Leptonychotes weddellii, may provide evidence for vocal
learning ~Green and Burton, 1988; Morriceet al., 1994!.
However, to date, studies of geographical vocal variation in
phocids have concentrated on sites that are several hundreds
or thousands of kilometers apart~e.g., Cleatoret al., 1989;
Terhune, 1994; Thomas and Golladay, 1995!.

Harbor seals are the most widely distributed pinniped
species, ranging from the eastern Baltic, westward across the
Atlantic and Pacific Oceans to southern Japan. The distribu-
tion of harbor seals is such that they are exposed to a wide
range of varying environmental constraints and they are
composed of several subspecies~Bigg, 1981; Lamontet al.,
1996; Stanleyet al., 1996; Kappeet al., 1997; Goodman,
1998; Burget al., 1999!. Although harbor seals are capable
of long-distance movements~e.g., Thompsonet al., 1989;
Thompson, 1993; Rieset al., 1998!, populations tend to be
philopatric over distances of around 100 km~Härkönen and
Harding, 2001!. Harbor seals are vocally versatile. They are
capable of vocal learning~Ralls et al., 1985! and evidence
from two sites show that they exhibit geographic variation in
vocalizations~Van Parijset al., 2000a!. Therefore, they offer
an interesting opportunity to explore vocal variation between
‘‘distant’’ and ‘‘neighboring’’ mammalian populations on a
wide-ranging geographic scale. Comparisons of vocal varia-
tion at this scale have not been made previously in marine

mammals, as few species are distributed over such a wide
area.

Male harbor seals,Phoca vitulina, produce simple ste-
reotyped underwater roar vocalizations for the purpose of
attracting females and competing with other males~Hanggi
and Schusterman, 1994; Van Parijset al., 1997; Nicholsen,
2000!. This study examined the vocal variation in male har-
bor seals from ten sites throughout the northern hemisphere,
spanning most of its distribution. We hypothesized that if
genetic factors control vocal variation, variation would be
consistent with genetically differentiated populations and
that vocal variation would increase as genetic differentiation
increases with increased distances between populations. We
show that genetic variation may not provide a complete ex-
planation for geographic variation in male harbor seal vocal-
izations and demonstrate a possible influence of vocal
dialects.

II. MATERIALS AND METHODS

Acoustic recordings were made of underwater vocaliza-
tions produced by male harbor seals from ten sites in three
distinct geographic regions: the eastern and western Atlantic
Ocean and the eastern Pacific Ocean~Fig. 1, Table I!. Within
the eastern Atlantic Ocean, two sites were located in Scot-
land, the Moray Firth~57° 308 N, 4° 148 W! and the Orkneys
~59° 088 N, 3° 058 W!, one site was in Froan Nature Reserve,
Norway ~64° N, 9° E! and another in Ursholmen, Sweden
~58° 508 N, 10° 598 E!. In the western Atlantic Ocean, two
sites were located in Canada off the coast of New
Brunswick, at Long Island in Passamoquoddy Bay~45° 058
N, 67° 008 W! and St. Croix Island in the St Croix River~45°
078 N, 67° 018 W!. In the eastern Pacific Ocean, three of the
four sites were in California, outside Hopkins Marine Station
in Monterey Bay~36° 3785 N, 121° 5285 W!, at Point Reyes
~38° 02815 N, 122° 56841 W! and Elkhorn Slough~36°

FIG. 1. Map of the Northern Hemisphere denoting the ten sites where re-
cordings of male harbor seal vocalizations were made. The recording sites
were located within~a! Eastern Atlantic Ocean—~1! Froan ~FR!, Norway,
~2! Ursholmen~UR!, Sweden,~3!, the Orkneys~OR!, and ~4! the Moray
Firth ~MF!, Scotland.~b! Western Atlantic Ocean—~5! Long Island~LI ! and
~6! St. Croix Island~SC!, Eastern Canada,~c! Eastern Pacific Ocean—~7!
Hopkins Marine Station, Monterey Bay~MB!, ~8! Elkhorn Slough~ES!, and
~9! Point Reyes~PR!, CA and ~10! Barkley Sound~BS!, Western Canada.
The striped lines show the distribution of the harbor seal,Phoca vitulina.
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48877 N, 121° 46847 W! and the fourth site was in Western
Canada, at Wizard Island, Barkley Sound, British Columbia
~48° 518 N, 125° 098 W!.

All sites from which harbor seals were recorded, except
those in California and Eastern Canada, form genetically dis-
crete populations~Lamontet al., 1996; Stanleyet al., 1996;
Kappeet al., 1997; Goodman, 1998; Burget al., 1999!. Sites
were arranged into groups and populations according to
Stanleyet al. ~1996! to allow direct comparison between vo-
cal and genetic variation~Table II!. All recordings were
made between 1990 and 2000, during the mating season
~eastern Atlantic sites during July and August; western At-
lantic and eastern Pacific sites during May and June! except
for those in Western Canada, which were recorded in No-
vember. A wide range of hydrophones was used with both
digital and analog recorders, which covered the entire range
of vocalizations for this species~Table III!. All recordings
were made with no or minimal disturbance to the seals either
remotely from land or a boat from 20 m up to several hun-
dreds of meters from the vocalizing individuals.

Throughout their geographical range, male harbor seals
emit a typical roar vocalization underwater~see Hanggi and
Schusterman, 1994; Van Parijset al., 1997; Bjo”rge et al.,
1995; Van Parijset al., 1999, 2000b!. This roar vocalization
was used for comparative analyses in this study. Recordings
were analyzed as spectrograms using the BatSound analysis
program ~Pettersson, 1996!. Only good signals, where all
spectral contours were distinctly measurable, were used for
these analyses~fast Fourier transforms, dt: 10 ms, df: 102
Hz, FFT size: 512, sampling frequency: 52 kHz!. Four stan-

dard vocal parameters were measured~see Van Parijset al.,
1999, 2000a, 2000b!, the average of the lowest measurable
frequency measured at both sides of the pulse, kHz~Min!,
the frequency with the greatest energy, kHz~Peak fre-
quency!, the total duration, seconds~Total!, and the pulse
duration, seconds~Pulse! ~Fig. 2!. These parameters were
selected based on experience from previous studies, which
determined the most useful variables for exploring variability
in male harbor seal vocalizations@see van Parijset al.
~2000a, 2000b! for spectrograms with details of the mea-
sured parameters#. The number of vocalizations available for
analyses varied between sites from 33 to 215~Table II!. In
order to undertake balanced comparative analyses, random
samples of 33 vocalizations were extracted for each site~ex-
cept for Point Reyes, where only 33 samples were available!.
Recordings were made either at several locations~separated
by more than several 100 m! within a site or at a single
location where it was certain that more than one male was
vocalizing. Male harbor seals have been shown to vocalize
on average once every minute~see Van Parijset al., 1997!,
therefore a crude measure of the mean number of vocal
males was calculated for all recordings using this estimate.

Call parameters were log 10 transformed. Variation in
vocal parameters across sites was investigated using classifi-
cation trees. Tree-based methods offer a useful approach to
exploring complex data. For mathematical details, see Chap.
10 in Venables and Ripley~1999!; De’ath and Fabricius
~2000! discuss their use with ecological data and provide a
conceptually accessible approach for biologists. Classifica-
tion trees are generated by repeated binary splitting of a data

TABLE I. The shortest distance in kilometers between the ten harbor seal recording sites.

Kilometers
Moray
Firth Orkney Froan Ursholmen

Long
Island St. Croix

Barkley
Sound

Point
Reyes

Monterey
Bay

Elkhorn
Slough

Moray Firth ~MF! 0
Orkney ~OR! 193 0
Froan~FR! 767 624 0
Ursholmen~UR! 422 453 584 0
Long Island~LI ! 4890 4779 4962 5223 0
St. Croix ~SC! 4888 4777 4960 5221 4 0
Barkley Sound~BS! 7306 7118 6843 7389 4321 4318 0
Point Reyes~PR! 8300 8119 7910 8429 4622 4620 1215 0
Monterey Bay~MB! 8399 8220 8022 8537 4616 4614 1385 183 0
Elkhorn Slough~ES! 8376 8197 7998 8513 4598 4596 1365 169 23 0

TABLE II. Classification of the genetic differentiation of harbor seal populations from the ten sites used in this study according to regional and population
divisions ~derived from 30–34! and the number of male vocalizations recorded at each site.

Site
No. of

vocalization
Estimated No.
of vocal males Subspecies Regional Population

Moray Firth ~MF! 215 67 P.v. vitulina Eastern Atlantic Ireland-Scotland Scotland
Orkney ~OR! 197 43 P.v. vitulina Eastern Atlantic Ireland-Scotland Scotland
Froan~FR! 62 29 P.v. vitulina Eastern Atlantic W. Scandinavia Norway
Ursholmen~UR! 42 13 P.v. vitulina Eastern Atlantic W. Scandinavia Skagerrak
Long Island~LI ! 74 16 P.v. concolor Western Atlantic E. Canada Miquelon/Sable
St. Croix ~SC! 70 19 P.v. concolor Western Atlantic E. Canada Miquelon/Sable
Barkley Sound~BS! 51 11 P.v. richardsi Eastern Pacific British Columbia/Washington Washington
Point Reyes~PR! 33 4 P.v. richardsi Eastern Pacific Oregon/California San Francisco
Monterey Bay~MB! 52 18 P.v. richardsi Eastern Pacific Oregon/California San Francisco
Elkhorn Slough~ES! 51 11 P.v. richardsi Eastern Pacific Oregon/California San Francisco
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set, so that each split minimizes the probability of misclassi-
fication of the classifying variable~in this instance, site!.
Splits sequentially generate the most homogeneous possible
groups; equations for these are presented in Venables and

Ripley ~1999, Chap. 10!. With noisy data, trees can become
overlarge, and pruning is used to achieve an optimal tree.
Here, this was achieved using V-fold cross validation, i.e.,
the data were divided into ten subsets, which were tested

FIG. 2. A spectrogram and power
spectrum of an example of a male har-
bor seal underwater vocalization. Four
standard vocal parameters were mea-
sured, the average of the lowest mea-
surable frequency measured at both
sides of the pulse, kHz~Min!; the fre-
quency with the greatest energy, kHz
~Peak frequency!; the total duration,
seconds~Total!, and the pulse dura-
tion, seconds~Pulse!.

TABLE III. Details of the recording equipment used to record male harbor seal vocalization at each recording site.

Site Period Hydrophone Recorder

Moray Firth ~MF! 07–08/1995,
1996, 1997

SSQ906
~2170 dB, 5 Hz to 15 kHz!

Tascam Porta II~40 Hz to 12.5
kHz63 dB!

Orkney ~OR! 07–08/1998 As above As above
Froan~FR! 07–07/1990,

1991
Vemco VHLFS~2147 dB,
30 Hz to 20 kHz!

UHER 4400~25 Hz to 13 kHz,
212 dB!

Ursholmen~UR! 07/08/1999 BANDK 8101~2184 dB
re 1 V/mPa!

Sony TCD-D7~20 Hz to 20 kHz!

Long Island~LI ! 05–6/1989 Vemco VHFS~2147 dB,
30 Hz to 20 kHz!

UHER 4200~25 Hz to 13 kHz,
212 dB!

St. Croix ~SC! 05–06/1989 As above As above
Barkley Sound~BS! 11/1999 Offshore Acoustics

~149 dB V re 1 mPa63 dB,
10 Hz to 25 kHz!

Marantz PMD201~40 Hz to 12.5
KHz 63 dB!

Point Reyes~PR! 05–06/2000 HTI-ssq-41b~10 Hz to
30 kHz ~2170 dB, 5 Hz to
30 kHz!

SONY TCF-8 DAT~10 Hz to 32 Hz!

Monterey Bay~MB! 05/06/1998,
1999

Int. Transducers Inc.
ISOSENS™~61 dB,
7 Hz to 10 kHz!

SignaLogic Sig32-C data
acquisition board
see Baggeroeret al. ~1994!

Elkhorn Slough~ES! 05/06/1998–
2000

As above Tascam DA-38~20 Hz to 48 kHz!
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against each other~see Venables and Ripley, 1999, Chap. 10,
for details!. Analyses were carried out in R version 1.4.0
~Ihaka and Gentleman, 1996!, using the RPART library ver-
sion 3.1-5 for classification trees, and the MASS library ver-
sion 6.3-2 for other analyses.

III. RESULTS

The mean number of vocal males estimated at each re-
cording site ranged from 4 to 67, with only one site having
less than 10 individuals present~Table II!. Linear discrimi-
nant analysis was carried out using sites as the predictor
variable. The first two discriminant axes explained 96.6% of
the variance in call parameters. Predictions from the dis-
criminant analysis resulted in 38 misclassifications~11.5% of
all classifications!. Of these, 28 were between St. Croix and
Long Island~14 misclassifications for each site!, eight were
of calls from the Moray Firth classified to Orkney, and two
Monterey Bay calls were misclassified, one each to Point
Reyes and Elkhorn Slough~Table IV!.

An initial 12-node classification tree was pruned using
cross-validation. Using the 1-SE rule@i.e., the smallest tree
for which the cross validated relative error rate is within one
standard error of the minimum~De’ath and Fabricius, 2000!#
suggested that the appropriate descriptive tree was one with
ten nodes~Fig. 3!. This tree is shown in Fig. 4. In the figure,
the vertical depth of each split indicates the proportion of
total variation in the data explained by that split. Splits early
in the tree~i.e., nearer the top of the page! explain more of
the variability in the data than those later in the tree~i.e.,
towards the bottom of the page!. In this tree, most Atlantic
sites ~Froan, Ursholman, St. Croix, and Long Island! split
early from the Pacific sites. However, the two Scottish sites,
Moray Firth and Orkney, split from Californian sites after the
other Pacific site, Barkley Sound. No individual call param-
eter was consistently responsible for consecutive splits
~Fig. 4!.

In this tree there was 37~11.2%! misclassifications of
calls most~24! due to Long Island calls being classified as
St. Croix calls. However, this division explained a relatively
small proportion of the remaining deviance, as indicated by
the short vertical lines to the LI and SC nodes in Fig. 3. Six
calls from the Moray Firth were misclassified as Orkney
calls, and one Orkney call was reciprocally misclassified.

Three Point Reyes calls were misclassified as Monterey Bay
calls, and three Monterey Bay calls were misclassified as
Elkhorn Slough calls.

IV. DISCUSSION

This study shows male harbor seals show clear geo-
graphic variation in vocalizations at the oceanic, regional,
and population level. The misclassification of calls classified
to neighboring nongenetically distinct populations provides
further evidence for regionally distinctive vocalizations.
These results are in general agreement with the findings of
genetic structure of harbor seal populations at oceanic and
regional levels~Lamont et al., 1996; Stanleyet al., 1996;
Kappe et al., 1997; Goodman, 1998; Burget al., 1999!.
Since harbor seals are regionally philopatric on the scale of
several hundred kilometers, mixing between populations is
likely to be limited and genetic barriers between harbor seal
populations appear to present a likely explanation for most of
the observed vocal variation displayed in this species.

TABLE IV. Classification of male harbor seal vocal parameters according to linear discriminant analyses.

Kilometers
Moray
Firth Orkney Froan Ursholmen

Long
Island St. Croix

Barkley
Sound

Point
Reyes

Monterey
Bay

Elkhorn
Slough

Moray Firth 25 8 0 0 0 0 0 0 0 0
Orkney 0 33 0 0 0 0 0 0 0 0
Froan 0 0 33 0 0 0 0 0 0 0
Ursholmen 0 0 0 33 0 0 0 0 0 0
Long Island 0 0 0 0 19 14 0 0 0 0
St. Croix 0 0 0 0 14 19 0 0 0 0
Barkley Sound 0 0 0 0 0 0 33 0 0 0
Point Reyes 0 0 0 0 0 0 0 33 0 0
Monterey 0 0 0 0 0 0 0 1 31 1
Elkhorn Slough 0 0 0 0 0 0 0 0 0 33

FIG. 3. Cross-validation results of an initial 12-node classification tree of
male harbor seal vocalizations from ten sites. Points show the cross-
validation relative errors and their standard errors from a ten-fold cross-
validation for the classification tree of harbor seal vocalizations by site.
Using the 1-SE rule@i.e., the smallest tree for which the cross-validated
relative error rate is within one standard error of the minimum~De’ath and
Fabricius, 2000!# suggests that the appropriate descriptive tree was one with
ten nodes. The horizontal dashed line shows the cutoff point when using the
1-SE rule. Values along thex axis were chosen automatically to provide the
most informative graph.
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However, genetics alone is unable to explain all the ob-
served vocal variation for three main reasons. First, vocal
variation between sites in California did not reflect known
genetic structure. Population genetic structure~based on
mtDNA! demonstrated little genetic variance between Cali-
fornian populations, suggesting that regional groups mix in
the geographic area~Stanleyet al., 1996!. In addition, indi-
viduals have been shown to move between Monterey Bay
and Elkhorn Slough sites for haul out purposes~Eguchi,
1998!. In contrast, there was clear vocal variation between
Californian sites. Furthermore, Monterey Bay and Point
Reyes split from Elkhorn Slough, even though Monterey Bay
is much closer in physical distance to Elkhorn Slough. We
suggest that these results provide evidence for the existence
of site-specific vocal dialects in Californian harbor seals.

Second, Scottish~Moray Firth/Orkney! sites split from
other Atlantic sites and were classified alongside the western
Pacific sites. If genetic barriers were responsible for vocal
variation, we would expect these sites to be classified within
the Atlantic region. A small-scale comparative analysis of the
two Scottish sites showed evidence for geographic variation
~Van Parijset al., 1999!. However, this between site varia-
tion was considerably reduced when sites were compared

within the analyses of this study. It is important to note that
small-scale comparative studies, comparing only a few sites,
may overly simplify the factors influencing vocal develop-
ment.

Finally, no one specific vocal parameter was responsible
for classifying the sites. All parameters were responsible for
the creation of nodes at different stages throughout the clas-
sification tree analysis. This suggests that variation in vocal-
izations may be driven by site-specific selection for changes
in certain vocal parameters, providing further support to-
wards the possible existence of vocal dialects in this species.

There may be other possible explanations for the ob-
served variation. Geographic variation in vocalizations could
have arisen as a result of ecological influences. Harbor seals
occur over a wide region, spanning a range of environments
~Bigg, 1981!. Studies have shown that male harbor seals ex-
hibit plasticity in the timing of their vocal behavior in re-
sponse to environmentally driven variation in female distri-
bution ~Van Parijset al., 1997, 1999!. Aquatic harbor seal
mating habitats differ between riverine, estuarine, and open
ocean areas. For example, narrow, shallow, and muddy habi-
tats are likely to affect vocal transmission very differently
from deep open ocean habitats. Similarly, habitats with high

FIG. 4. A ten-node classification tree showing how male harbor seal vocalizations from ten sites throughout their distribution split, based on log 10
transformed data of the four measured vocal parameters@total duration, s~Total!, pulse duration, s~Pulse!, frequency with the greatest energy, kHz~Peak
frequency!, and lower frequency, kHz~Min!#. The vertical depth of each split indicates the proportion of total variation in the data explained by that split.
Splits early in the tree~i.e., nearer the top of the page! account for more of the variability in the data than those later in the tree~i.e., towards the bottom of
the page!. The recording sites labels are as in Fig. 1.
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ambient noise will affect vocal transmission substantially
compared with environments that contain less ambient noise.
It is reasonable to assume that differing habitats could influ-
ence sound propagation and encourage vocal variation.

Another possible explanation for some of the observed
vocal variation in this study could be individual variation in
male vocalizations~Van Parijset al., 2000a!. However, as
recordings came from multiple individuals at all sites, it is
therefore unlikely that individual variation will have influ-
enced the clear divisions that are observed in this study.

Over a wide geographic area the factors influencing vo-
cal variation are not clear-cut. Instead a combination of fac-
tors appears to be responsible for the observed variance.
While genetic barriers provided a partial explanation for the
observed patterns in harbor seal vocalizations, site-specific
variations also appear to be a significant factor influencing
vocal patterns. Male harbor seals appear to exhibit vocal dia-
lects, with both vocal learning and selective pressures for the
evolution of vocal structure influencing the vocalizations of
this species.
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Humpback whale song lengths were measured from recordings made off the west coast of the island
of Hawai’i in March 1998 in relation to acoustic broadcasts~‘‘pings’’ ! from the U.S. Navy
SURTASS Low Frequency Active sonar system. Generalized additive models were used to
investigate the relationships between song length and time of year, time of day, and broadcast
factors. There were significant seasonal and diurnal effects. The seasonal factor was associated with
changes in the density of whales sighted near shore. The diurnal factor was associated with changes
in surface social activity. Songs that ended within a few minutes of the most recent ping tended to
be longer than songs sung during control periods. Many songs that were overlapped by pings, and
songs that ended several minutes after the most recent ping, did not differ from songs sung in control
periods. The longest songs were sung between 1 and 2 h after the last ping. Humpbacks responded
to louder broadcasts with longer songs. The fraction of variation in song length that could be
attributed to broadcast factors was low. Much of the variation in humpback song length remains
unexplained. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1573637#

PACS numbers: 43.80.Nd, 43.80.Ka, 43.30.Vh@WA#

I. INTRODUCTION

In 1997–1998, a series of experiments was undertaken
to quantify the responses of selected baleen whale species to
powerful, low-frequency acoustic broadcasts, including the
proposed operational use of the U.S. Navy SURTASS LFA
sonar system. One phase of this research focused on endan-
gered humpback whales in Hawai’i~Clark and Tyack, 1998;
Miller et al., 2000!. Several factors suggested that Hawaiian
humpbacks were appropriate subjects for this work. The
near-shore distribution of humpback whales in Hawai’i has
fostered extensive research, providing an excellent record of
behavior prior to the experiments. The waters around the
Hawaiian Islands host high densities of breeding humpbacks
and their calves, so there would be significant impact on
reproductive activities if they were displaced or their behav-
ior was seriously disrupted. Lastly, the long, elaborate songs
produced by males have substantial signal energy in the
range of frequencies produced by the SURTASS LFA sonar
system, so humpbacks are assumed to hear and potentially be
responsive to LFA signals.

Several studies have used detailed visual observation
methods to investigate the responses of humpback whales to
acoustic stimuli. Dramatic behavioral responses have been
observed to playbacks of conspecific sounds~Tyack, 1983;
Baker and Herman, 1984; Mobleyet al., 1988!. Behavioral
responses were documented in reaction to active sonar~3.1–
3.6 kHz! ~Maybaum, 1990, 1993!. During the Acoustic Ther-

mometry of the Ocean Climate~ATOC! Marine Mammal
Research Program, subtle, short-term effects on the surface
behaviors of Hawaiian humpback whales were observed in
response to low-frequency~75 Hz! sound broadcasts
~Frankel and Clark, 1998, 2000!. Although there was no de-
crease in humpback whale abundance in relation to broadcast
activity, ATOC did reveal changes in the distribution of ani-
mals relative to the transmitter~Frankel and Clark, 2002!.
These results document the potential complexity of re-
sponses to a sound source. On average, the distance of pods
from the transmitter increased, but the number of animals
sighted near the source also increased. Milleret al. ~2000!
made focal animal behavioral observations in parallel with
the data reported here. They compared the lengths of songs
sung by six individuals before, during, and after exposure to
low-frequency broadcasts, and found that songs were signifi-
cantly longer during broadcasts.

Additional studies have documented behavioral reac-
tions of humpback whales to vessels~reviewed in Richard-
sonet al., 1995; see also Corkeron, 1995; Frankel and Clark,
1998, 2000; Au and Green, 2000!. These reactions include
changes in direction and swimming speed, and changes in
the pattern of surfacing. Humpback whales also modify some
elements of their acoustic behavior when approached by
boats: the duration of song units~notes! decreased, increas-
ing the ‘‘tempo’’ of songs~Norris, 1994!.

Humpback whale song is an extraordinarily long and
complex acoustic display. It consists of sequences of broad-
band units of sound, exhibiting repetition within sequences
of units and on the longer time scales of themes and songs.a!Electronic mail: kmf6@cornell.edu
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The diversity of units is considerable, spanning a range of
frequencies from approximately 30 to 5000 Hz. The general
structure of songs sung by the majority of males at any one
time and place is similar~Payne and McVay, 1971; Cerchio
et al., 2001!. However, the detailed structure of successive
songs sung by an individual varies~Payneet al., 1983; Payne
and Payne, 1985; Helweget al., 1992!. Variation in the struc-
ture of an individual’s song may relate to interactions within
a humpback chorus.

Studies have shown that singers are male, and that sing-
ing is mainly associated with low-latitude, coastal areas
where calves are born and mating is presumed to occur. The
function of humpback whale song is disputed, but hypoth-
eses have focused on its probable reproductive context
~Payne and McVay, 1971; Clapham, 1996!, and have sought
analogs in the mating systems of birds, frogs, and insects. As
has been well documented in many terrestrial systems,
humpback song may mediate interactions among males~Ty-
ack, 1981; Darling, 1983; Frankelet al., 1995!, and advertise
species, gender, location, and condition to females~Payne
and McVay, 1971; Winn and Winn, 1978; Tyack, 1981!.

Any analysis of response to potentially aversive stimuli
must incorporate provisions for differences among individu-
als, and for the variation in each individual’s behavior. With
respect to humpback song in particular, differences among
individuals are expected if song plays a role in female mate
choice or mutual assessment of competitive ability among
males. Aspects of acoustic displays that reveal differences
among individuals have been shown to evoke predictable
female responses in insect, frog, and bird species~e.g.,
Catchpole, 1980; Klump and Gerhardt, 1987; Eiriksson,
1994; Brownet al., 1996; Welchet al., 1998; Gentner and
Hulse, 2000!.

Humpback song length is a simple summary of a com-
plex behavior that is likely to provide an informative mea-
sure of response to LF broadcasts for several reasons. As an
indicator of the regularity and rhythm of display behavior,
song length provides a relatively easily extracted measure of
response to potential disturbance. Also, it has been argued
that the consistent production of longer humpback songs is a
reliable indication of superior condition, due to the con-
straints that longer songs place on respiration~Chu and Har-
court, 1986; Chu, 1988!. It also seems plausible that longer
songs imply greater energetic investment in a ‘‘unit’’ of dis-
play. Although a complete humpback song may not be analo-
gous to a single frog call, Taigen and Wells~1985! demon-
strated that female frogs were more attracted to longer calls,
which were more energetically expensive. However, Helweg
et al. ~1992! theorized that humpback song comprises a neg-
ligible fraction of their energy budget, which suggests that
physiological constraints on song length and loudness are not
likely to be related to energetics.

Data are presented on the lengths of 378 humpback
songs recorded before, during, and after low-frequency
acoustic broadcasts. Statistical models of song length in re-
lation to a variety of natural and experimental factors were
developed. Song length was analyzed in relation to date and
time of the song, the identity of the singer, and several fac-
tors related to the acoustic broadcast. Song length variability

during control periods was documented to provide a context
for assessing the biological significance of changes related to
low-frequency broadcasts.

II. METHODS

These data were collected from 26 February to 29 March
1998 off the western coast of the island of Hawai’i, between
Mahaiula and Kawaihae. The study area was chosen to uti-
lize extensive baseline data on the abundance, densities,
movements, and associations of humpback whales~Gabriele,
1992; Craig and Herman, 1997; Frankelet al., 1995; Mobley
et al., 1994, 1995, 1999!. Several of these studies showed
that the majority of whales were found within the 100-
fathom contour, though the fraction of singers farther off-
shore has been as high as 30%~Herman and Antinoja, 1977;
Frankel et al., 1995!. Photo identification studies showed
that most whales remained in the area for 4 to 7 days~Gab-
riele, 1992!. This short residency time suited the objectives
of this study by limiting the number of times any one animal
would be exposed to the experimental sounds. The study was
conducted after the peak in seasonal abundance, because pre-
viously the research team was conducting related research
during the peak of gray whale migration off Central Califor-
nia.

This research used U.S. Navy SURTASS LFA sound
projectors to broadcast low-frequency~‘‘LF’’ ! sounds in the
150–320-Hz frequency band. An LF signal~or ‘‘ping,’’ a bit
of sonar jargon borrowed for brevity! consisted of nine
sound units lasting a total of 36 s and spanning a total of 42
s. Two types of pings were alternated, a ‘‘high’’ ping~260–
320 Hz! and a ‘‘low’’ ping ~150–230 Hz!. Each day an initial
series of reduced amplitude pings were transmitted to test the
equipment and to allow animals to become aware of the
sound source before full experimental amplitude was
reached. The first ping of each day was transmitted at a
source level~SL! of 155 dBre 1 mPa at 1 m~in the remain-
der of the paper, dB used!. SL increased progressively until
the predicted received level reached the desired value. Dur-
ing an experiment, pings were broadcast in a series of ten, on
intervals of 6 min~see Fig. 1!, for a total of 54 min in a ping
series. SL was monitored via a calibrated hydrophone array
system, and did not exceed 205 dB. Source levels were ad-
justed to realize maximum received levels of between 120
and 155 dBre 1 mPa at the nearest whale, while ensuring
that exposure to animals within 3 miles of shore and to hu-
man divers did not exceed 140 dBre 1 mPa. These broad-
casts achieved the same range of received levels that over
95% of the animals are predicted to experience during the
operational training exercises for this equipment~Navy,
2001, appendix D!. These received levels were accom-
plished, in spite of lower source levels, by closely approach-
ing the experimental subjects. This procedure minimized ex-
posure levels to animals not under observation. Ping series
were separated by at least 2 to 3 hours. Up to three ping
series were produced each day.

Data were collected regarding the short-term responses
of individual whales, and longer-term changes in the distri-
bution and sighting rates of animals in the area. Two methods
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were used to follow the short-term behavior of individual
singers. Visual and acoustic methods were used to locate and
follow humpback singers from a small inflatable boat~Miller
et al., 2000!. If the visual observers selected a focal animal,
its behaviors were recorded for at least two dive cycles be-
fore the SURTASS LFA vessel moved toward the singer and
broadcast sounds. In parallel, acoustic observers on the SUR-
TASS LFA vessel collected the data reported here. Beam-
forming software was used to locate humpback singers who
were candidates for broadcast experiments. If the acoustic
observers selected a focal animal, baseline acoustic behavior
was recorded for at least three complete songs before a ping
series began.

Long-term changes in distribution and abundance were
monitored using visual surveys from a shore station and from
the SURTASS vessel. Shore station observations followed
standardized protocols~Frankel et al., 1995; Frankel and
Clark, 1998, 2000!. SURTASS vessel observations followed
a protocol adapted from established visual survey techniques
~Barlow, 1995!. Five observers rotated through four stations
~three observing, one data recording! on half-hour intervals
throughout the day. A senior National Marine Fisheries Ser-
vice ~NMFS! observer continuously oversaw this effort. A
portion of these data is used here to indicate possible social
contexts for the acoustical patterns exposed by the analysis.

The acoustic behaviors of whales in the vicinity~,4
km! of the playback vessel were monitored and recorded
using a long, low-frequency, horizontal hydrophone array
towed behind the playback vessel. Fifteen elements in the
array were used to collect time series data. The acoustic data
collection system operated from 0400 h until approximately
1800 h local time each day, although data collection effort
often continued throughout the night. The data were recorded
digitally on a Windows 98 computer at a sampling rate of
1002 Hz per hydrophone.

These array data were intensively analyzed to identify

singers and follow their acoustic behavior, focusing on the
song duration. The songs of individual singers were followed
for as long as possible. The ability to keep track of individual
singers relied on the stereotyped structure of the humpback
whale song~Fig. 1!, and spatial cues provided by the array
recordings~relative intensities, time delays!. For the purpose
of these analyses, two themes of humpback song were rel-
evant. A series of trills, also called the ‘‘ratchet,’’ was desig-
nated theme 6. It was typically followed by a short period
with no acoustic activity between 0 and 500 Hz. This hiatus
in low-frequency activity was followed by a series of
frequency-modulated~FM! upsweeps, which was designated
theme 1. Theme 6 has been observed across many seasons
and populations, and has typically preceded a respiratory sur-
facing. Although singing whales do not surface exclusively
at this point in the song, the end of this theme has previously
been referred to as the end of a song~Winn and Winn, 1978;
Cerchioet al., 2001!.

A data visualization program written in MATLAB~The
Mathworks, Inc., 1999! enabled discrimination among differ-
ent humpback singers and facilitated measurement of hump-
back song duration. An operator used the program to tran-
scribe acoustic data into information about the beginning and
ending song units, including the identity of the singer and the
temporal and frequency bounds of the units. Four spectro-
gram windows, representing 2.5 min of sound from the se-
lected channel, displayed a total of 10 min of contiguous
sound per screen. The temporal extent of this display permit-
ted viewing most of a song while providing sufficient reso-
lution to see structure in song units. A point in the song could
be selected with a cursor, and two other windows displayed
an expanded view of 20 s of data from two channels of the
array.

Although each broadcast experiment sought to isolate
single singers within a kilometer of the vessel, several sing-
ers were usually detectable within the array’s acoustic range.

FIG. 1. Spectrogram of humpback
song and two pings, with themes and
song length measurements marked.
Each panel represents five minutes of
sound. The solid line marks the mea-
surement of song length. The dotted
line marks the measurement of min-
utes from the start of the last ping to
the end of the song.
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Difficulties in following the thematic structure of low-
amplitude songs, or songs in dense choruses, limited the con-
ditions under which a sequence of humpback sounds could
be unambiguously attributed to one animal. The songs of an
isolated, loud, slow moving singer could be followed for
many songs, but most singers were followed for a few songs.

A continuous sequence of sounds could be attributed to
one singer using a combination of cues: continuity of song
units and themes, the pattern of received levels across the
array, and the pattern of arrival time delays across the array.
Song length was measured as the interval between successive
starts of theme 1 or successive endings of theme 6, which
ever was clearer~Fig. 1!. Note that this measurement is un-
ambiguous, even in this example, which Frumhoff~1983!
would term an ‘‘aberrant’’ song. The continuity of a singer’s
acoustic behavior became ambiguous when~1! there was a
break of over 2.5 min~one browser panel! in the middle of a
song~due to changes in detection and/or singing behavior!,
and ~2! when multiple singers were at similar distances and
similar bearings and were singing the same theme. Both
cases produced uncertainty regarding singer identity, and
subsequent songs were attributed to a new singer. Note that
some individuals were sampled more than once, so the num-
ber of singers in these analyses overstates the number of
individuals.

These measurements of song duration were analyzed in
relation to several factors that could systematically affect
singing behavior. These factors were day of year (151 Janu-
ary 1998!, time of day~00:00:00–23:59:59!, singer identifi-
cation number, minutes since last ping, minutes since the
beginning of a ping series, minutes of pings during a song,
and LF source level. The distinction between the number of
minutes since the last ping and the number of minutes since
the beginning of a ping series was used to investigate a po-
tential cumulative effect. Figure 1 provides an example of
the measurements taken on song duration and the timing
relationship measured between songs and pings.

Two statistical procedures were used. The simplest as-
sessment of playback effects was to examine differences in
song length in relation to discrete temporal categories. Miller
et al. ~2000! defined temporal categories based ona priori
assumptions regarding behavioral response: before ping se-
ries, during ping series, after ping series. The analysis pre-
sented here identified temporal categories that produced
maximal contrasts in song length. These categories were
identified using a tree-based regression~Chambers and
Hastie, 1991! of song length on the minutes elapsed since the
last ping. The six-category tree provides a detailed picture of
potential responses while retaining reasonable sample sizes
within categories. The significance of differences among
these categories was measured by pairwiset-tests; no correc-
tion was made for multiple inferences. Differences in song
length were also examined in relation to the amount of over-
lap by pings.

These simple analyses ignored the potential confounding
effects of other factors. Three accessible factors seemed im-
portant to incorporate into a model of response: date~sea-
sonal effects!, time of day~diurnal effects!, and ping source
level. Source level was incorporated for two reasons. It

seemed plausible that whales have evolved the capacity to
gauge the source levels of nearby sounds, especially if song
source level provides important clues to the singers’ status.
Second, source level served as a proxy for received level,
with the caution that extensive variation in transmission loss
could cause source and received levels to be weakly corre-
lated.

It would be preferable to analyze and compare models
using both source and received levels, but significant ob-
stacles remain. Receiver depth is the critical factor affecting
received levels, especially when the source to receiver dis-
tance exceeds 1 km~as it did in virtually all of these experi-
ments!. Matched-field processing has been used to infer the
depths of singing blue whales~Thodeet al., 2000!, and on-
going research may yield fruitful methods for these data.
However, the subsequent analysis of response would be
much more complex than the material presented here. Unlike
source level, received level varies significantly during and
among pings, as the animal moves and changes depth. Alter-
native methods of summarizing each subject’s received level
history would need to be developed and tested to identify
summary values that provide the best predictors in a re-
sponse model.

Multivariate general linear models do not allow for the
nonlinear pattern revealed by the categorical analysis, so
generalized additive models~GAMs! were used~Hastie and
Tibshirani, 1998!. Generalized additive models are analogs
of linear statistical models, in which the effects of factors are
represented by nonparametric smooth curves. These smooth
curves provide estimates of the local average of the data,
extending the notion of categorical averages to a continuous
representation. The models used here employed smoothing
splines to estimate the nonlinear effects of all the factors that,
when added together, provided the best fit to the observed
data. These splines were fitted using an iterative backfitting
routine, whose convergence properties are specified by
analyses of the Gauss–Seidel algorithm~Hastie and Tibshi-
rani, 1998!.

The divergence of these splines from linear models was
constrained by specifying the equivalent degrees of freedom
used in their computation. Hastie and Tibshirani~1998! dis-
cuss the theoretical bases for calculating degrees of freedom
for smoothing functions. The extent of the data used to esti-
mate the local averages is inversely proportional to the de-
grees of freedom used in fitting the spline. As more degrees
of freedom are used, the bias of local estimates decreases at
the cost of increasing the variance of the estimates~and the
confidence intervals for prediction!. This bias-variance
tradeoff is unavoidable. Three degrees of freedom were used
for all smoothing splines in these models, with the excep-
tions that the factor representing the minutes elapsed since
the last ping used 6 degrees of freedom, and the factor rep-
resenting the minutes of ping overlap with each song used 2
degrees of freedom. The goal in all cases was to achieve a
relatively uniform distribution of residual errors while con-
suming the fewest degrees of freedom.

The significance of a fit between the smooth trends and
the data was assessed by relating the amount of variation
explained to the degrees of freedom in the model.F-ratio
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tests were used to test for the significance of contributions
from the different factors. All analyses were performed in
S-Plus~Statistical Sciences, Inc., 2000!.

In addition to the minutes elapsed since the last ping
~‘‘single ping’’ models!, two other factors were used to in-
vestigate potential temporal patterns in the responses to LF
broadcasts. The minutes elapsed since the beginning of a
ping series was included to see if the effects of exposure to a
series of pings were cumulative~‘‘ping series’’ models!. The
total number of minutes of pings that overlapped each song
was included to see if males reacted to the amount of poten-
tial interference during each song~‘‘overlap’’ models!.

The categorical analyses and generalized additive mod-
els pooled data across song series and across days and times
of day to utilize as many measurements as possible to esti-
mate response. Contrasts could have been formed between
the preexposure, experimental, and postexposure behaviors
within each song series. However, it was difficult to obtain a
full matched sample of data in a song series. This ‘‘matched
sample’’ approach would have been limited to a maximum of
15 song series in this data set; these limited data would not
support models testing the effects of diurnal and seasonal
effects.

By pooling the data, song length measurements for 113
singers were available for analysis in the models incorporat-
ing date and time of day. As noted earlier, songs from a
single individual may have been labeled with a succession of
singer numbers, and there is no way to determine exactly
how many individuals were studied. The maximum number
of simultaneous singers gives a lower bound for the number
of individuals present on each day. The sum of these maxima
for all days was 60. Some of these animals represent repeat
sightings across days. During this project, Biassoni~2000!
found that 3 of 23 animals selected for focal behavioral stud-
ies had been selected as the focal animal previously. The
upper 95% confidence interval for this proportion is about
0.25. Thus, a conservative lower bound on the number of
individuals sampled for this study is 45.

The magnitude of individual variation in song length
was investigated by examining the residuals of the multivari-
ate GAM that fitted time of day, day of year, minutes since
last ping, and source level to the song length measurements.
After removing the variation in song length that can plausi-
bly be attributed to generic factors, this analysis should pro-
vide a reliable indication of the extent of variation among
individuals. Song series consisting of five or more songs
were used, resulting in a sample of 25 song series comprising
189 songs. A tree-based regression was utilized to identify
homogeneous groupings of song series, and a Kruskal–
Wallis test was used to assess the significance of differences
among these groupings.

Although the song series measurements were not long
enough to enable simultaneous estimation of singer idiosyn-
crasies with time of day and day of year effect in a GAM, a
second group of GAM analyses were computed replacing the
generic diurnal and seasonal factors with a factor that al-
lowed each song series to have a different average value. For
brevity, these models will be called ‘‘singer ID’’ models.
Comparison of these singer ID models with the generic mod-

els was used to assess how consistent the estimated effects of
the LF broadcasts were. Song series containing at least three
song measurements were used for the singer ID models,
which restricted the data set to the behavior of 52 song series
comprising 290 songs.

The contributions of each smoothing factor are plotted
as smooth curves against a background that depicts the range
of variation in song length. These smooth curves illustrate
the song lengths predicted by each factor, assuming all other
factors make an average contribution. A series of curves are
presented for each factor, illustrating the results obtained
from different generalized additive models. With the excep-
tion of Fig. 10, the null hypothesis of no effect corresponds
to a horizontal line in these figures.

For Fig. 10, the null hypothesis must reflect the fact that
if whales were oblivious to the pings, then minutes of over-
lap should be proportional to song length. In particular, a
song of any length could be overlapped by a single ping, but
songs overlapped by two pings would have to be more than
6 min long, and songs overlapped by three pings would have
to be more than 12 min long. The appropriate null
hypothesis—no reaction to the pings—thus corresponds to a
linear relationship between song length and overlap with a
slope equal to the inverse of the ping duty cycle
(6* 60 s/42 s).

The plots of smoothing factors~Figs. 8, 9, and 11! con-
tain three indications of the extent of variation in humpback
song length. A background scatter plot shows the humpback
song length measurements against the values of the factor. A
background histogram shows the distribution of lengths for
songs sung before the first ping of each day. More than 12 h
elapsed between the last ping on the previous day and any of
these songs, and analyses presented below indicate that re-
sponses to LFA signals disappear 2 h after the last ping.
However, these songs do not represent a balanced sample
with respect to diurnal factors. The early morning is dispro-
portionately represented, so average differences between
these control song lengths and other samples may include
diurnal effects. The third measure of variation is represented
by a dark bar near the vertical axes whose length depicts 2.5
min, which is the average difference between the lengths of
successive songs sung by an individual. These graphic dis-
plays of variation provide a natural scale for interpreting the
magnitude of fitted effects.

Three exceptional songs exceeded 30 min in length; the
next longest song was 22.9 min long. Two of these songs
were sung consecutively by one individual, starting at 1500
h, 13 min after the end of a ping series, 24 days after the LF
broadcast experiments began~4 days before they concluded!.
The third song was sung the following day, at 1639 h, 45 min
after the end of a ping series. These songs were excluded
from all statistical models to avoid disproportionate influence
on the results.

III. RESULTS

Array recordings were collected in conjunction with LF
broadcast experiments from 2 to 29 March 1998. Song
length measurements were obtained by browsing 121 h of
data distributed across 23 days. No experiments were per-
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formed on 7 days due to high winds and other impediments
to operations. Humpback song length was highly variable.
Mean song length was 13.8 min (s.d.53.1, minimum
55.4, 1st quartile511.7, median513.5, 3rd quartile515.5,
maximum533.3 min,N5378). The difference between the
shortest and longest songs measured on all days exceeded 10
min. The average difference in the lengths of successive
songs sung by a singer was about 2.5 min. The average stan-
dard deviation for a series of songs sung by an individual
was 2.76 min (N5341). These measures of intrinsic varia-
tion provide an important basis for assessing the scale of
response. These measures consistently indicate that the varia-
tion among songs sung by an individual constitutes most of
the pooled variation in song length.

Figure 2 graphically displays the time course of the
project at a glance. The durations of 378 songs are displayed
against the source levels of the pings and the temporal extent
of the acoustic data analysis. Each song length measurement
is coded by a symbol indicating its assignment into one of
six categories, based on the tree-based regression of song
length on minutes since the last ping. ‘‘Minutes since the last
ping’’ were measured as illustrated in Fig. 1. These catego-
ries were: less than 1.3, 1.3 to 4.8, 4.8 to 58.5, 58.5 to 104,
104 to 450, and more than 450 min since the last ping. The

relatively even distribution of these symbols across all ping
series supports the conclusion that the differences found
among these categories are not potentially influenced by cor-
relation with diurnal or seasonal factors, or the idiosyncrasies
of a few trials.

Humpback whale songs that were overlapped by pings
were longer than songs that were not overlapped. A Student’s
t test indicates that this difference is on the border of the
conventional test for significance (t51.961, df5373,
p-value50.0506), while a Wilcoxon rank sum test does not
yield as strong a result (Z51.6368,p-value50.1017). Al-
though it is conceivable that songs of less than 6 min in
length could fall between pings, and thus bias this result by
their inclusion in the zero ping overlap category, no such
songs were observed. However, these data cannot distinguish
between the effects of overlap and immediacy of the last
ping, because these factors are highly correlated. The sample
with zero overlap contains only two songs that ended within
12 min of the last ping, and only two songs that were over-
lapped ended more than 12 min after the last ping.

To illustrate the differences in song length predicted by
the minutes since the last ping, Fig. 3 illustrates boxplots of
the song length data for the divergent subsets identified by
the tree-based regression. These boxplots illustrate the loca-

FIG. 2. History of humpback song length in relation to ping source level. Song length measurements are represented by one of six symbols, which show the
categories from the analysis presented in Fig. 3. The gray circles show the time and source level of each ping. The solid lines near the bottom of each panel
show the extent of acoustic sampling effort.
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tion, scale, and asymmetry of each set of data; boxplots also
mark clear outliers in the data. Songs in the last category, to
the far right in Fig. 3, can be interpreted as behavior during
control periods. These were recorded between 11 and 73 h
after the last ping. As noted previously, these data do not
provide an ideal control because they are not evenly distrib-
uted throughout the day.

Two subsets of data in Fig. 3 were not significantly dif-
ferent from the ‘‘control’’ subset. Songs that ended 104–450
min after a ping were slightly longer than those in the control
subset, but overlapped sufficiently to fall short of the 5%
criterion for statistical significance. Although it is possible
that some of this difference is due to a lingering effect of LF
broadcasts, the songs in this subset were recorded signifi-
cantly later in the day than the songs in the control subset
~Wilcoxon rank-sum testZ527.9753,p-value50). A sig-
nificant diurnal trend for song length is documented in the
multivariate analyses below.

The third subset, songs that ended 4.8–58.5 min after
the last ping, provides a counterintuitive result. This result
shows that songs overlapped by a ping more than 5 min from
their endings had the same distribution of lengths as all of
the songs that ended within an hour of the last broadcast.
About 40% of the songs in this sample (N542 of 104! were
overlapped. The mean length of these overlapped songs was
not different from the controls (t50.7102, df5107,
p-value50.4791) or the nonoverlapped songs in this subset
(t520.3116, df5102, p-value50.756).

Immediate and delayed responses were revealed by the
remaining categories. Humpback songs were significantly
longer when a ping occurred close the end of the song~left-
most category in Fig. 3!. The magnitude of the song length
increase diminished as the time since last ping increased.

This pattern may indicate that humpback whales only
changed the song they were singing when a ping occurred
late in a long song. Alternatively, this pattern could indicate
that humpbacks increased their song length in proportion to
the number of pings that overlapped their song. Pings were 6
min apart during the ping series. A song that had a ping near
its end might have had one or even two ping overlaps earlier
in the song.

The delayed response is represented by the fourth box-
plot in Fig. 3. Songs that ended between 58.5 and 104 min
after a series of pings~median length: 15.4 min! had the
largest increase in mean song length relative to the control
subset~median length 12.6 min!. Given the documented lack
of response for songs that ended between 4.8 and 58.5 min
after the last LF broadcast, this delayed response is surpris-
ing. It is unlikely that this result is an artifact of an idiosyn-
cratic distribution of these samples in relation to other fac-
tors. This sample of 38 songs is drawn from a wide range of
days and times of day~Fig. 2!. Additional support for this
observation arises from detailed examination of the 13-song
series containing at least three song length measurements
(N53,4,4,4,5,7,7,8,8,9,10,11,13), with at least one of these
measurements between 58.5 and 104 min after the last ping.
Six of these series had their maximum song length between
58.5 and 104 min after the last ping, and five others had long
songs in this interval that were nearly equal to the maximum
for each series.

A simple test for the effect of overlap is to compare the
average lengths of songs that were overlapped versus songs
that were not overlapped by pings. The mean length of the
overlapped songs was slightly greater~14 vs 13.3 min!, and
a t-test indicates that this difference is statistically significant
(t521.961, df5373, p-value50.0506). However, chance
alone would cause longer songs to be more often~and exten-
sively! overlapped by pings, if whales were oblivious to
these LF signals. The ‘‘oblivious hypothesis’’ predicts that an
increase in song length of 6 min would result in one addi-
tional overlapping ping~42 s! for songs sung entirely within
the bounds of a ping series. For songs that do not fall entirely
within the span of a ping series, the expected amount of
overlap would still rise with increasing song length.

Figure 4 exhibits the relationship between song length
and the minutes of ping overlap per song, showing that song
length increases with increasing amounts of ping overlap.
The three solid gray lines have a slope equal to the inverse of
the duty cycle~‘‘oblivious hypothesis’’! and are drawn to
pass through the mean song lengths for songs overlapped by
one, two, and three pings. The oblivious hypothesis predicts
much steeper increases in song length, as a function of over-
lap, than was observed. These deviations from the prediction
are statistically significant~t-test results presented in Fig. 4!.
The three dotted gray lines in Fig. 4 pass through the same
mean values, and have a slope equal to one. They correspond
to a simple form of compensation in which whales increase
the length of their songs by the amount of ping overlap. This
form of compensation is also inconsistent with the observa-
tions.

Both of these univariate analyses neglected differences
among singers, and the data in one or more categories may

FIG. 3. Boxplots of humpback song lengths in relation to LF broadcasts.
These boxplots depict distributions of song lengths in the six most distinct
subsets of data, grouped by the minutes elapsed since the last ping. The solid
bars indicate the range of song length values between the 25% and 75%
percentile order statistics~the quartiles!. The white line within the solid bars
indicates the median value. The square brackets indicate the range of song
length values or the range limit. The range limit was defined as one and a
half times the interquartile range beyond the quartile. The horizontal bars
mark measurements that fell beyond the range limit~outliers!. The divisions
in the data were selected by a tree-based regression of song length on the
minutes from the start of the last ping, to maximize contrasts. The probabil-
ity ~t-test! that the subsample is drawn from the same distribution as the
rightmost subsample is shown at the top, along with the sample size.
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represent skewed distributions for other factors such as date
and time of day. To account for the effects of these factors
simultaneously, generalized additive models were fitted. A
total of 369 song length measurements from 113 song ses-
sions were used in these analyses. Song length was fitted to
day of year, hour of day, source level of the last ping, and a
factor involving the timing of the broadcasts. Three broad-
cast timing factors were used: minutes since the start of the
last ping ~log 10 transformed, in the ‘‘single-ping model’’!,
minutes since the last ping series began~log 10 transformed,
in the ‘‘ping-series model’’!, and minutes of pings overlap-
ping each song~in the ‘‘overlap model’’!.

The statistical results of these multivariate models are
summarized in Table I. The results on the left pertain to the
generic models using time of day and day of year; the results
on the right pertain to the singer ID models. Each row in
Table I presents the statistical significance attributed to each
factor by the different models. Although there are no correc-
tions for multiple inferences in these calculations~e.g., Bon-
ferroni!, consistently significant results provide broader sup-
port for attributing behavioral meaning to a factor.

All three models produced estimates of seasonal and di-
urnal factors that were remarkably consistent~Figs. 5 and 6!.
These figures present the fitted effects as lines, with a scatter
plot of the raw data in the background. Day of year~Fig. 5!
shows a modest effect, which roughly corresponded to the
density of animals seen from a nearby shore station. Time of

FIG. 4. Song length in relation to ping overlap. This scatterplot depicts the
lengths of humpback songs in relation to the minutes of ping overlap. The
sample sizes for each grouping of points are given above the clusters rep-
resenting exactly zero, one, two, and three pings overlapping the songs~no
fractions of a ping!. Thep-value in the upper left corner~0.051! is derived
from a t-test comparing the songs with zero overlap with the songs that were
overlapped by pings. The secondp-value ~8.9e-5! is derived from at-test
comparing the zero- and one-ping categories. The three solid lines are drawn
through the median values for three categories of overlap~one, two, three
pings!, with a slope equal to the inverse of the duty cycle~the oblivious
hypothesis!. The third and fourthp-values compare the respective categories
of song length measurements against the previous category, after adjusting
for the slope of the solid lines. The dotted lines are drawn through the same
median values, but have a slope of one~assumes songs are lengthened by
the amount of time that they are overlapped!.

TABLE I. Statistical results of the generalized additive models. The results on the left pertain to the generic models using time of day and day of years; the
results on the right pertain to the singer ID models. Each row presents the statistical significance attributed to each factor by the different models.There are
no corrections for multiple inferences in these calculations.

Date and hour of day models Singer models

Min. since last ping Min. since last series Min. of overlap Min. since last ping Min. since last series Min. of overlap

s~day of years! F53.638 278 F55.067 14 F52.3724
nonparametric df53 p50.013 088 27 p50.001 909 5 p50.070 135 57
s~hour of day! F52.381 553 F53.895 104 F53.565 49
nonparametric df54 p50.051 337 87 p50.004 168 2 p50.007 238 68
s~source level! F57.212 696 F51.745 241 F56.309 77 F50.856 559 F52.818 95 F50.843 97
nonparametric df51 p50.007 608 76 p50.187 369 8 p50.012 483 63 p50.355 808 8 p50.094 571 9 p50.359 339 2
s(log 10(min since last ping)) F54.187 802 F53.343 22
nonparametric df57 p50.000 190 69 p50.002 096 1
s(log 10(min since last series)) F51.484 326 F51.347 82
nonparametric df55 p50.171 76 p50.229 102 3
s~pings per song! F54.03E101 F518.867 39
nonparametric df52 p52.22E216 p52.68E208
null deviance/d.f. 3495/362 3458/358 3494/362 2636/280 2597/276 2636/280
residual deviance/d.f. 2687/343 2756/339 2308/348 1303/219 1351/217 1176/224

FIG. 5. Seasonal trend in song length and pod sighting rates from 1–28
March 1998. The plus symbols are normalized pod sighting rates from a
shore station several miles from the site of the experiments. The small gray
dot symbols indicate the song length measurements. The length of the solid
bar near the left-hand axis represents the average change in the lengths of
successive songs sung by a singer. The solid and dashed curves represent the
smoothing splines for day of year in three generalized additive models
~GAMs!. These GAMs differ by the substitution of minutes from the start of
last ping series or ping overlap for minutes from the start of the last ping
~response to ping series or overlap vs. single pings!.
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day ~Fig. 6! shows a stronger effect: songs were much
shorter in the early morning. The diurnal trend in song length
roughly parallels an index of social activity. These seasonal
and diurnal factors made significant contributions as mea-
sured byF-ratio comparisons of the models without and with
each factor~Table I, first three models!. However, the ranges
of these factors’ effects were approximately equal to the av-
erage difference in the lengths of successive songs sung by
an individual~dark vertical bar on the left in Figs. 5 and 6!.

It may appear reasonable to assert that the diurnal pat-
tern reflects a cumulative response to LF broadcasts, because
the earliest broadcasts started at 0730. The data suggest,
however, that this diurnal pattern was unchanged on days
when no broadcasts took place in the morning~Fig. 6!. For
songs sung more than 450 min after the last LF transmission,
songs sung before 0730 were significantly shorter than those
sung after 1400(t522.3683, df565, p-value50.0209). A
second caution concerns the apparent slump in song length
and singing activity in the early afternoon. The apparent de-
crease in the number of songs~and possibly song length! in
the early afternoon is largely due to sparse acoustic data
analysis effort for those hours. However, the index of social
activity is supported by consistent sampling effort.

Before presenting the fitted effects of the broadcast fac-
tors, a modest digression is warranted to investigate the dif-
ferences in singer song length tendencies. The models dis-
cussed above neglected idiosyncratic differences among
singers in order to use as many song length measurements as
possible. Many song series were relatively short: 1 song
length measurement was obtained from 38 song series, 2
measurements from 24 song series, 3 from 10, 4 from 16, 5
from 5, 6 from 5, 7 from 2, 8 from 5, 9 from 4, 10 from 2, 11
from 1, and 13 from one song series. A univariate analysis of
song series measurements may tend to overestimate indi-
vidual variation. The contributions of diurnal and seasonal
factors should be factored out in order to ensure that they do
not inflate the apparent differences among singers. Thus, the

residuals of the single ping model~Table I, first model! were
analyzed for all song series containing more than four songs
(N525 series!. There are significant differences in song
length among singers. A tree-based regression of song length
residuals on singer ID produced seven distinct clusters~Fig.
7!. Differences among all clusters are highly significant
~Kruskal-Wallis chi-square542.775, df56, p-value51.29
31027). The two most extreme clusters represent single
singers. Singer IDs were numbered consecutively during the
study. The random distribution of the singer IDs on the hori-
zontal axis indicates that singer idiosyncrasies did not exhibit
a generic seasonal pattern.

In order to control for differences among singers in the
multivariate analyses, additional GAMs were fitted by sub-
stituting a song series factor for the time of day and day of
year factors. These models were compared with the previous
generic time/date models to assess the stability of the fitted
shapes of the broadcast factors with respect to changes in
other fitted factors. Song series were too brief to investigate
diurnal and seasonal trends for each singer, so in these mod-
els the singer ID term captured both temporal and individual
sources of variation. These singer ID models used measure-
ments from song series with three or more songs~52 series,
290 measurements!. The results in Table I~models 4–6! in-
dicate that the single-ping and overlap factors remained sig-
nificant in the singer ID models, but the ping-series factor
did not.

Figure 8 reinforces the conclusion that the ping series
factor does not consistently predict song length in these mod-
els. In Table I theF-ratio tests for the second and fifth mod-
els indicate that the ping series factor does not explain a
significant amount of variation in song length in either the
generic or singer ID models. Figure 8 shows that the shape
of the fitted curve changes dramatically when a singer ID
factor is substituted for the date and time factors. In tandem,
these indicate that ping series is not as good a predictor as
single-ping and overlap factors. Again, the data on the ex-
treme right provide an estimate of baseline behavior, though

FIG. 6. Diurnal trend in song length and index of social activity. The small
gray dots indicate the song length measurements. The ‘‘x’’ symbols indicate
the lengths of songs sung before the first ping of the day. The length of the
solid bar near the left-hand axis represents the average change in the lengths
of successive songs sung by a singer. The plus symbols represent an index of
social activity: the fraction of pods with more than two animals as seen from
the source vessel. The solid and dashed curves represent the smoothing
splines for the time of day factor in the same GAMs as Fig. 4.

FIG. 7. Boxplots of song length residuals for groups of singers. The residual
errors from model 1 in Table I were fitted using a tree-based regression on
singer ID~categorical variables!. The number of songs in each group are at
the top of the plot. The horizontal axis labels list the singer IDs in each
group. Singer IDs were assigned chronologically in this study.
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songs sung in the early morning are disproportionately rep-
resented.

The multivariate single-ping model~Fig. 9! confirms the
univariate results presented in Fig. 3. Baseline behavior is
represented on the extreme right. Both the immediate and
delayed increases in song length are evident in the multivari-
ate models. Furthermore, the generic and singer ID models
match quite closely for songs sung up to 100 min after the
last ping. This indicates that the shape of this fitted factor
reflects a salient relationship between the time since the last
ping and song length, and not artifacts of interactions with
other factors in the model. The subsequent divergence of the
curves, for the data to the right of 100 min, is a consequence
of the narrow horizontal span of any singer’s data in this

region. The singer ID factors can be arbitrarily assigned in
this region, so the fitting process does not strongly constrain
the shape of the time since last ping factor.

The scatterplot of song length versus the time since the
last ping suggests that in addition to changes in average song
length, variability of song length may increase in response to
LF broadcasts. Using the categories from Fig. 3, songs end-
ing 1.3 to 4.8 min after the last ping exhibited the largest
variance in length when compared to those in the control
group, songs ending more than 450 min after the last ping.
Significance, however, falls short of the conventional crite-
rion (F90,6651.4795,p50.0949).

Figure 10 confirms the univariate analysis of Fig. 4:
song length increases rapidly with increased ping overlap,
but not quite as steeply as predicted by the oblivious hypoth-
esis. Song length increases more rapidly than would be pre-
dicted if whales simply lengthened their songs by an amount
equal to the duration of overlap. There is substantial agree-
ment between the fitted curves from generic and singer ID
models, once again indicating that this pattern is not an arti-
fact of interactions among the modeled factors.

These data will not support models that include both the
single-ping and overlap factors in a single model, because
these factors covary: only two songs that ended within 12
min of the last ping were not overlapped, and only two songs
that were overlapped ended more than 12 min after the last
ping. However, the conclusion that ping overlap is intrinsic
to the mechanism of response is contradicted by the tree-
based regression of song length on time since the last ping
~Fig. 3!. This regression pooled songs by their mean lengths,
and the 4.8-to-59-min category included songs that were and
were not overlapped by pings. At-test within this category
confirmed that there was no significant difference in song
length related to overlap. Thus, the single-ping model seems
more broadly supported.

FIG. 8. The effect of time since the last ping series. The solid and dashed
curves represent the smoothing spline for the ping-series factor. The solid
curve is from the GAM using day of year and time of day; the dashed curve
is from the GAM using individual ID. The light gray dots provide a scat-
terplot of the data. The underlying histogram indicates the distribution of
song lengths during morning periods before the first transmission of the day.
The length of the solid bar near the left-hand axis represents the average
change in the lengths of successive songs sung by a singer.

FIG. 9. The effect of time since the last ping. The solid and dashed curves
represent the smoothing splines for the single-ping factor. The solid curve is
from the GAM using day of year and time of day; the dashed curve is from
the GAM using individual ID. The underlying histogram indicates the dis-
tribution of song lengths during morning periods before the first transmis-
sion of the day. The length of the solid bar near the left-hand axis represents
the average change in the lengths of successive songs sung by a singer. The
horizontal bars schematically represent the categorical groupings used in
Fig. 3.

FIG. 10. The effect of ping overlap. The curves represent the smoothing
splines for the minutes of ping overlap during a song. The curve marked
with circles is from the GAM using day of year and time of day; the curve
marked with triangles is from the GAM using individual ID. The three solid
gray lines are drawn through the circles corresponding to zero, one, two, and
three full pings of overlap, with a slope equal to the inverse of the duty cycle
for the broadcasts (6* 60/42 s). This slope corresponds to the null hypoth-
esis~singers were oblivious to the broadcasts!. The three dotted lines have
slopes equal to 1.0. The length of the solid bar near the left-hand axis
represents the average change in the lengths of successive songs sung by a
singer.
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The curves in Figs. 8 and 9 reveal the bias due to lim-
iting the degrees of freedom of the smoothing splines used to
represent the response factors. A few song length measure-
ments were made more than a day after the last ping. This
corresponds to values on the horizontal axis in excess of
2200 min. These six songs, which were recorded between
1400 and 1500 in the afternoon, had an average duration of
14.8 min. All of the songs sung 450 to 1000 min after the last
ping were sung in the early morning~before 0730 h!, and
were characteristically shorter. Thus, the fitting algorithm
used by the generalized additive model skewed the LF
broadcast response factor to fit this diurnal shift in song
length. This skew has two consequences: the curves do not
pass through the mean of the control data, and the positive
slopes of curves at the extreme right of Figs. 8 and 9 are
artifacts.

The broadcast factors made stronger contributions in the
single-ping and overlap models than in the ping-series
model. Note, however, that the extremely strong contribution
of the overlap factor~Table I, third model! must be inter-
preted with caution. As noted previously, the null hypothesis
~no reaction to broadcasts! would predict a positive correla-
tion between song length and minutes of overlap.

Figure 11 shows the smoothed fits of source level to
song length, from four of the GAM analyses. These models
yielded remarkably consistent increases in song length as
source levels increased from 175 to 200 dB, the range in
which most of the data were distributed. Humpback whales
sang longer songs in the intervals following louder broad-
casts. These models fitted the source level of the last ping to
all of the data, including songs that occurred hours after the
last ping. However, a regression of source level on song
length for songs overlapped by a ping yielded a very similar
result (slope50.0864,F1,14452.073,p50.152).

IV. DISCUSSION

The methodological approach of this study differs in
three respects from the affiliated research reported in Miller

et al. ~2000!. No a priori assumptions were made regarding
the timing of responses to broadcasts. Natural factors affect-
ing song length were explicitly modeled instead of relying on
a matched sample approach to minimize their effects. Natu-
ral variation in song length was quantified, to provide a scale
for assessing the magnitude of observed responses. The goal
was a more comprehensive understanding of variation in
song length, to provide the broadest biological context for
evaluating the observed response to the LF broadcasts.

The most daunting challenge in any study of the impacts
of human activities on free-ranging animals is incorporating
natural variability in behavior. In the absence of adequate
predictive models, this uncontrolled variation diminishes the
opportunities to measure behavioral response. Thus, the sta-
tistical power of such studies depends on both the sample
size and the ability to control for other factors influencing
behavioral patterns. When natural factors are not taken into
account, detectable responses can be obscured, and false im-
pressions of human impact can be developed.

The matched sample approach adopted by Milleret al.
~2000! categorized response in relation to hour-long inter-
vals: prebroadcast, broadcast, postbroadcast. If these three
intervals are identical in all other respects, then other factors
affecting song length can be ignored. However, as the
‘‘matched sample’’ spans 3 h the assumption that all other
factors remain constant is problematic. Also, it was difficult
to follow free-ranging whales for 3 h, which curtailed the
sample size. Sample size issues aside, the strength of the
matched sample approach is also its most serious weakness:
the focus on a single factor degrades the capacity of the data
to provide more general insights into the natural patterns and
biological significance of the behaviors under study.

The multivariate models accounted for additional factors
and used songs from a much larger number of animals. How-
ever, the multivariate models lose the intrinsic control inher-
ent in the matched sample, and are vulnerable to biases due
to unmeasured factors. Factors that remain constant for 3 h
but vary within the field season are no longer controlled.
This concern was addressed by comparing results across sev-
eral models that utilized different combinations of factors.
When the fitted curves for one factor retain the same shape
across models, the results are less likely to represent bias due
to unmeasured factors or artifacts of the model structure.

In spite of methodological differences, the results pre-
sented here generally agree with the findings of Milleret al.
~2000!. Both studies indicate that humpback whales increase
their song length in response to LF broadcasts. In this study,
statistically significant differences were documented that
lasted up to 2 h after the last broadcast. Source level was a
significant factor in humpback responses, and higher source
levels were associated with longer songs.

Additionally, this study documents that the magnitude of
the response was well within the range of variation in song
lengths in the absence of LF broadcasts. The responses were
of the same magnitude as the average difference in the
lengths of successive songs sung by an individual. The mod-
eled responses to broadcasts also fell within the range of
variation in song length observed during periods when many
hours had elapsed since the last ping.

FIG. 11. The effect of ping source level. The four curves represent the
smoothing splines for the source level factor from the different models. The
underlying histogram indicates the distribution of song lengths during morn-
ing periods before the first transmission of the day. The length of the solid
bar near the left-hand axis represents the average change in the lengths of
successive songs sung by a singer.
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These results differ from Milleret al. ~2000! by docu-
menting that increases in song length were contingent on the
timing of pings in relation to songs. Songs that were over-
lapped in the latter portion of the song showed the greatest
increase in song length. Songs that were overlapped by one
ping, near the start of the song, showed no increase in song
length. The dependency of response to stimuli on the phase
of an animal’s behavior has been observed in frog playback
experiments: ‘‘stimuli occurring too soon after the end of a
call ~inhibitory phase! are postulated to increase the delay
until the next call onset, while those occurring later~in the
excitatory phase! decrease the delay by stimulating a call’’
~Brush and Narins, 1989!.

A delayed response to the LF broadcasts was also docu-
mented. The largest increases in song length were observed
in songs that were sung between 1 and 2 h after the last ping.
This result was based on 38 songs that were evenly distrib-
uted throughout the entire experimental period, which de-
creases the likelihood that it could be attributed to some
other factor. It should be further noted that the three excep-
tionally long songs, which were excluded from the analyses,
provide additional evidence for this delayed response. Two
were sung 1 to 2 h after the last ping, while the third ended
37 min after the last ping. It was not possible to determine
whether the delayed response scaled with the number of
pings, because most ping series were of the same length.

Aside from this delayed response, other measures failed
to indicate cumulative effects from the LF broadcasts. The
duration of the ping series preceding songs was tested as an
experimental factor. It did not provide as strong or consistent
a predictor as the minutes since the last ping. This suggests
that the song length response depends solely on the most
recent ping, and not the immediate history leading up to that
ping. The modeled seasonal and diurnal factors do not show
trends that can plausibly be explained by cumulative expo-
sure to pings. The increase in song length from early morn-
ing to afternoon was the same on days with and without
pings. The seasonal trend was not unidirectional, and it ap-
pears to be correlated with local humpback population den-
sity. Finally, idiosyncratic differences among singers did not
correlate with duration of potential prior exposure.

These data provide clues regarding the biological sig-
nificance of song length. Humpback song length increased
on days with higher local population density, and also during
hours of day with higher social activity~afternoon!. Similar
correlations between call length and chorus density have
been observed in other species, such as gray treefrogs~Welch
et al., 1998!. This pattern could indicate a compensatory re-
sponse to increased ambient noise, a competitive response to
other singers’ displays, or mutual correlations of chorus den-
sity and song length with a third factor, such as the availabil-
ity of potential mates. Humpback responses to LF broadcasts
can be viewed as consistent with these mechanisms, as if
singers reacted to the pings as they would to another singer.
However, better understanding of the observed responses
will require more detailed studies of singing behavior and the
social function of this display. The modest scale of the mea-
sured responses to LF broadcasts may reflect high fitness
costs to changes in singing behavior. Male singing behavior

may appear relatively unchanged under noisome conditions
because more dramatic alterations would diminish mating
success.

It has been suggested previously that song length pro-
vides an index of condition because of the constraints that
song structure imposes on opportunities for respiration~Chu
et al., 1986; Chu, 1988!. However, these data show that song
length is highly variable, and may play a dynamic role in
social signaling. Although these analyses did reveal differ-
ences among singers in average song length, all singers ex-
hibited substantial variation. Song length does not seem to be
a rigidly stereotyped advertisement or tightly constrained by
physiological condition.

The evidence of a response that scaled with source level
poses questions. In the GAM models presented here, source
level was assumed to have a lasting effect on song length,
regardless of the time elapsed since the most recent ping.
These GAM models also indicated that there was a delayed
response to LF broadcasts, and these effects subsided 2 h
after the last broadcast. Future research might clarify the
effects of source level on the magnitude and duration of the
delayed response. A more complex model would estimate the
decay of source level effects as a function of the time since
the last ping.

The literature on marine mammal responses to noise has
not adequately addressed the interrelated effects of source
level, proximity, and received level. Estimation of received
level requires precise knowledge of the depths of singing
whales. Position and depth of singers can be measured using
acoustic localization methods. The accuracy of such methods
is contingent upon developing high-resolution models for the
positions of hydrophone elements in towed arrays. For these
data, the hydrophones were embedded in a long cable and
towed by a ship executing complex maneuvers in order to
approach whales. Ongoing research effort is focused on array
shape estimation, automatic detection, and localization.

Future studies should incorporate provisions to study de-
layed responses by varying the duration of exposure and pro-
viding for longer-term monitoring of behavioral responses.
The ability of humpbacks to orient and navigate may be
compromised by exposure to explosions~Todd et al., 1996!,
even when visual observations did not detect altered resi-
dency or movement patterns in feeding areas while the
whales were being exposed to the sounds~Malme et al.,
1985!. ‘‘This suggests that caution is needed in interpreting
the lack of visible reactions to sounds as an indication that
whales are not affected, or harmed by an acoustic stimulus’’
~Toddet al., 1996!, and underscores the importance of exam-
ining both short-term and long-term behavioral evidence.

Rational environmental policy requires reliable mea-
sures of potential impact, combined with a plausible interpre-
tation of their demographic significance. These results offer a
detailed picture of short-term response in the context of be-
havioral variation observed in the absence of the stimulus.
These responses were relatively brief in duration, with all
observed effects occurring within 2 h of thelast ping. Some
changes in behavior can be expected for any perceptible
stimulus, especially one associated with a large ship maneu-
vering nearby. The effects documented here were revealed by
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careful statistical analysis, but they were not salient to the
acoustic observers on the scene. Dramatic changes in hump-
back singing behavior would have demographic conse-
quences, but the effects documented here do not seem to
pose this risk.
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Temporary threshold shifts and recovery following noise
exposure in the Atlantic bottlenosed dolphin (Tursiops truncatus)

Paul E. Nachtigall,a) Jeffrey L. Pawloski, and Whitlow W. L. Au
Marine Mammal Research Program, Hawaii Institute of Marine Biology, University of Hawaii,
P.O. Box 1106, Kailua, Hawaii 96734
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Behaviorally determined hearing thresholds for a 7.5-kHz tone for an Atlantic bottlenosed dolphin
~Tursiops truncatus! were obtained following exposure to fatiguing low-frequency octave band
noise. The fatiguing stimulus ranged from 4 to 11 kHz and was gradually increased in intensity to
179 dBre 1 mPa and in duration to 55 min. Exposures occurred no more frequently than once per
week. Measured temporary threshold shifts averaged 11 dB. Threshold determination took at least
20 min. Recovery was examined 360, 180, 90, and 45 min following exposure and was essentially
complete within 45 min. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1570438#

PACS numbers: 43.80.Nd, 43.80.Lb@FD#

I. INTRODUCTION

Some odontocete cetaceans, particularly the bottlenosed
dolphin, produce very intense echolocation signals~source
levels up to 225 dBre 1 mPa! that are very brief~about 70
ms! but are emitted in trains that can last well over a second.
The frequencies of the clicks are very broadband~Q between
2 and 3! with peak frequencies that may extend from 40 to
130 kHz ~Au et al., 1974; Nachtigall and Moore, 1988; Au,
1993!. At the same time the echoes coming back from high-
intensity broadband clicks may be relatively low. Social
sounds produced by dolphins by slapping flukes on the wa-
ter, jaw clapping, and breaching have lower peak-to-peak
amplitude but are much longer than ecolocation clicks and
therefore have more energy~Finneranet al., 2000; Nachti-
gall et al., 2000b!. Odontocete cetaceans have very sensitive
hearing systems~Nachtigallet al., 2000a! yet they must deal
with high sound intensity from sound produced by conspe-
cifics and sound they produce themselves.

Human hearing is affected by exposure to noise. If a
very high level of noise is heard for an extended period of
time, hearing can be permanently damaged. Exposure to in-
tense noise for a limited period of time can result in a tem-
porary reduction in hearing ability termed the temporary
threshold shift. The amplitude of the noise, the frequency of
the noise, and the length of exposure can all influence the
amount of hearing reduction and whether it is permanent or
temporary ~Melnick, 1991!. There is a growing concern
about the effects of anthropogenic acoustic energy on the
hearing and behavior of marine mammals exposed to noise
in the oceans~Richardsonet al., 1995!. This concern inter-
estingly parallels the concern about noise exposure in human
workers. Government regulations are in place to protect the
hearing of workers exposed to noise in order to avoid loss of
hearing. Most all of the experimental work on human hear-
ing loss does not lead to people losing their hearing, but
rather relies on the examination of temporary threshold shifts
~TTS! because . . . ‘‘Studies of TTS still represent the only
ethical method with sufficient control for developing infor-

mation regarding the effects of noise on human hearing’’
~Melnick, 1991, p. 152!. Unfortunately, it is difficult to fully
generalize the results on noise research on the auditory sys-
tems of air-adapted humans to marine echolocating dolphins
~Richardsonet al., 1995; Wartzok and Ketten, 1999; Nachti-
gall et al., 2000a!. But, if one is concerned about the effects
of noise on the hearing of odontocete cetaceans, the first
logical question to ask is ‘‘Does a temporary threshold shift
occur in these animals?’’ Results of Ridgwayet al. ~1997!,
Finneranet al. ~2002! and Schlundtet al. ~2000! indicate
that bottlenosed dolphins~Tursiops truncatus! and belugas
~Delphinaperus leucas! show temporary threshold shifts af-
ter a single very high intensity~near 200 dBre 1 mPa! one
second~or shorter! exposure per day. Most studies of tempo-
rary threshold shifts in animals~Clark, 1991; Kastaket al.,
1999! and humans~Yost, 1994! are conducted with sound
exposures longer than one second with typical exposures at
lower levels on the order of hours or days~e.g., Mills et al.,
1979!. Generally, there is a tradeoff between time and am-
plitude with lower amplitude sound exposures producing
TTS after longer periods of exposure time.

The transitory nature of temporary threshold shift means
that hearing completely recovers following the shift. The
course and time of recovery generally depend on the amount
of exposure to noise and the amount of shift incurred. Hu-
man college students exposed to octave band noise of vari-
ous amplitudes took from 24 to 72 h to totally recover. Gen-
erally speaking, the greater the threshold shift, the longer the
recovery period~Mills et al., 1979!. Students exposed to the
highest noise level of 88 dB SPL in air reached an asymptote
of shift within 1 h, were only exposed for 4 h, and yet took
72 h to fully recover. Carder and Miller~1972! found that
chinchillas, which have audiograms similar to humans, dem-
onstrated TTS after 60 min of exposure to intense noise but
also took relatively longer to recover. Cetaceans have not
previously been exposed to controlled noise for long time
periods. Kastaket al. ~1999! exposed sea lions, a harbor seal,
and an elephant seal to 20–22 min of controlled noise, dem-
onstrated a TTS, and showed complete recovery in 24 h. An
earlier opportunistic study~Kastak and Schusterman, 1996!
indicated that a harbor seal inadvertently exposed to broad-a!Electronic mail: nachtiga@hawaii.edu
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band construction noise averaging 6 to 7 h per day for 6 days
showed a temporary threshold shift.

The purpose of this study was to~1! examine the hearing
thresholds of an Atlantic bottlenosed dolphin exposed to
lower amplitudes but longer duration of noise than those
previously presented by Finneranet al. ~2002! and Schlundt
et al. ~2000! in order to estimate the exposure level and time
required to induce TTS, and~2! to measure recovery time
following a temporary threshold shift.

II. METHODS AND MATERIALS

A. Subject

The subject used in this experiment was Boris, a 12-
year-old male Atlantic bottlenosed dolphin~Tursiops trunca-
tus! born in the breeding colony at the marine mammal re-
search facility in Kaneohe Bay off the island of Oahu.
Threshold testing was conducted in the bay pens of the Ha-
waii Institute of Marine Biology moored off of Coconut Is-
land in Kaneohe Bay. The pen complex, in which the animal
was housed, measured 64312.2 m2 and floated in waters
about 12 m deep.

B. Equipment and procedure

1. Behavioral hearing thresholds

Behavioral thresholds were obtained using a staircase
procedure based on the animal’s behavior in response to pre-
sented pure tone stimuli. The animal was trained to station in
a padded circular metal hoop 1 m under water attached via
an extension to a 434-in. piece of wood extended across the
pen floating structure~Fig. 1!. The hoop was placed so that
the animal was at a fixed position 2 m in front of the pro-
jecting Massa TR-61A transducer. The hoop was positioned
so as to align the center of the subject’s lower jaw with the
center of the sound source of the projecting transducer. Both
the transducer and the hoop were positioned underwater at a
depth of approximately 1 m. An acoustic baffle was located
midway between the transducer and the hoop. The baffle,
constructed of aluminum, measured 6134631.6 cm with a
layer of cork on the side facing the projecting hydrophone.
The baffle reduced sound variability by blocking the surface
reflected path between the transmitter and the receiver. The
animal’s thresholds for a 7.5-kHz outgoing sinusoidal signal
were repeatedly tested. The transducer was calibrated using a
receiving Naval Research laboratory H-52 hydrophone

mounted in the hoop in a position corresponding to the ani-
mals lower jaw. The pure tone outgoing signal was produced
using a QuaTech WSB-10 board installed in a Compaq Por-
table 33 personal computer. The signal was then fed into a
signal shaping box that included a 1-dB step attenuator and a
remote controller that was used to initiate the trial sequence
and the trial condition. The 3-s-long tone-burst signal was
turned on and off gradually with a linear rise and fall time of
160 ms and fed directly into the projecting transducer. The
outgoing amplitude was initially set using the computer-
driven signal-generating system in which the amplifier input
voltage was regulated to precise levels. Generally, voltages
were set so as to achieve an initial SPL at the hoop that was
20–30 dB above the hearing threshold. This level was deter-
mined by performing a quick preliminary staircase procedure
to bracket the SPL of interest.

The animal’s initial position for each trial was at the side
of the pen with its snout touching a sponge styrofoam pad.
Upon receiving a 7-kHz 1-s signal the animal left the station-
ing pad and swam into the hoop. The animal was trained on
a go/no-go procedure to leave the hoop and press a small
styrofoam response ball attached to a wand in the air above
the hoop when a sound was detected and to remain in the
hoop if no sound was presented. Equal numbers of sound
present and sound absent trials were presented in a random
series with Gellermann~1933! constraints. All correct re-
sponses were reinforced with a fish and a conditioned whistle
reinforcer. The whistle was blown immediately after the ani-
mal pressed the response ball on sound present trials and 5 s
after holding in the hoop on sound absent trials. Each thresh-
old determination session began with the sound amplitude at
a predetermined comfortable, easily heard, level. Using the
staircase procedure the sound level was reduced by 2 dB
following each correct sound-present response until an error
~miss! was made. Following the error, the amplitude of the
sound on next sound-present trial was increased by 2 dB
until the animal correctly reported its presence. Thresholds
were calculated based on the sound amplitude levels during
five of these reversals. A preliminary test showed that the
thresholds obtained with five reversals were not significantly
different from those obtained with ten reversals. The ani-
mal’s threshold was determined each test day.

2. Fatiguing noise

The fatiguing noise was generated with a Micronetics
NZG-5-500K solid state noise generator integrated circuit
chip that produced white noise out to a frequency of 500
kHz. The noise IC chip was housed in a chassis that also
contained a rotary attenuator to control the output level. The
output of the noise chassis was connected to an Ithaco 4210
filter-amplifier having a 24 dB per octave roll-off. The output
of the Ithaco filter-amplifier was connected to a Khron Hite
3500 bandpass filter also having a roll-off of 24 dB per oc-
tave. A Hafler P3000 Transnova power amplifier was then
used to drive a Massa TR-61A transducer to project the fa-
tiguing noise. The noise spectral density of the fatiguing sig-
nal measured with a hydrophone located at the center of the
hoop for a 0-dB noise attenuator position is shown in Fig. 2.
The spectrum of the fatiguing noise was relatively flat be-

FIG. 1. Threshold testing and fatiguing noise pens.
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tween 4 and 11 kHz and fell off at a rate of 60 dB per octave
for frequencies below 4 kHz and about 40 dB per octave for
frequencies above 11 kHz.

3. Noise presentation

When starting this experiment little was known about
the amount of energy required to produce temporary thresh-
old shifts in bottlenosed dolphins. In order to provide safety
for the dolphin, the fatiguing noise was only presented each
time after 7 days of no noise presentation. Behavioral thresh-
olds for the 7.5-kHz pure tone were obtained each day. On
those days that the noise was to be presented the sessions
began with a behavioral threshold test in the threshold test
pen ~see Fig. 1! followed by noise exposure in the noise
exposure pen. The animal voluntarily swam to the noise ex-
posure pen and positioned within the noise exposure hoop.
That hoop positioned the animal 1 m under water and 2 m in
front of the fatiguing noise transducer. Exposure times ex-
ceeded breath-holding times and the animal repeatedly swam
back down into the hoop following each breath. The time
that the animal was actually stationed within the hoop was
limited to 30 min, but overall exposure time sometimes ex-
ceeded 55 min. After the animal surfaced it was given a fish
reward and then directed to reenter the hoop. The animal
would often delay reentering the hoop and stay either at the
surface or at the side of the hoop as depicted in Fig. 3. The
times at these two nonhoop positions were recorded for each
trial. Each noise exposure session was followed by a return
to the threshold test pen and a second behavioral threshold
test to examine for TTS using the same behavioral procedure
used to determine the baseline level prior to exposure. The
fatiguing noise level and length of presentation were both
gradually increased until a temporary threshold shift was ob-
tained. Upon obtaining the first demonstrated shift, the fa-
tiguing noise level was not increased but was presented at
the same level once per week for an additional six times~6
weeks! with repeated baseline threshold determinations be-
tween exposure sessions.

4. Noise level determination

The fatiguing noise remained on until the animal spent
30 min within the hoop. The total acoustic energy that the
animal was exposed to for each noise session was estimated
by summing the acoustic energy at the three locations in Fig.
3. The noise spectral density was measured at the place of
the animal’s head in those three positions:~1! at the hoop,~2!
at the side of the hoop, and~3! at the surface. We measured
30 min in the hoop and an average of 10 min at each of the
other two positions per noise session. Measured noise spec-
tral density at each of the two nonhoop positions is presented

FIG. 2. Noise spectral density of fatiguing noise.

FIG. 3. Three positions taken by the dolphin during noise presentation.
Calculation of overall noise spectral densities taken at these three positions.

FIG. 4. Measured noise spectral density at the three positions.
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in Fig. 4. The spectra of the noise at the side of the hoop and
at the surface were not flat because of surface reflected in-
terference. The noise was also recorded on a Sony TD7 DAT
recorder and then digitized at a sample rate of 44 kHz using
a PC sound card in order to calculate the energy flux density
at the three typical dolphin locations. Total energy received
by the animal was summed as shown by the equation:

etotal5E
0

Thp
pNH

2 ~ t ! dt1E
0

Tsd
pNS

2 ~ t ! dt

1E
0

Tss
PNSS

2 ~ t ! dt,

Etotal510 Log ~etotal!5213 dB re 1 mPa2s,

wherepNH is the acoustic pressure of the noise measured at
the hoop,pNS is the acoustic pressure of the noise measured
at the side of the hoop, andpNSS is the acoustic pressure of
the noise measured at the surface position of the dolphin.
The noise level was measured at different times during the
experiment and the results were essentially the same. Thus
the fatiguing noise stimulus at the energy flux density of 213
dB re 1 mPa2 s was received by the animal. This is essen-
tially equivalent to a noise pressure level of 179 dBre 1 mPa
for 50 min.

III. RESULTS

Immediately following the noise exposure the animal
was returned to the threshold test pen to determine his
threshold for the 7.5-kHz pure tone stimulus. The amplitude

of the fatiguing noise was gradually increased during the
once per week noise exposure sessions until a temporary
threshold shift was measured. No shifts were obtained at 165
dB or 171 dBre 1 mPa, but when the fatiguing noise at 179
dB re 1 mPa was presented the animal showed the first tem-
porary threshold shift of 10.4 dB above baseline. After each
measured temporary threshold shift, a second behavioral
threshold was measured after some period of time to exam-
ine recovery from the shift. Following full recovery without
noise exposure, additional individual fatiguing sessions,
separated by at least 4 days, were presented. Additional tem-
porary threshold shifts of 18.8, 12.0, 2.0, 10.4, and 12.4 dB
above baselines gathered just prior to the fatiguing noise
were measured. Baseline threshold levels and the actual mea-
sured threshold shifts are provided in Fig. 5. Details of noise
exposure times and shifts are provided in Table I.

Recovery apparently occurred rapidly. Second behav-
ioral measures following 6 h, 3 h, 1.5 h and 45 min after the
fatiguing noise showed no remnant of the shift. Full recovery
therefore apparently occurred within the 45 min following
noise exposure. Each threshold determination required at
least 20 min.

IV. DISCUSSION

While it has long been known that dolphins produce
high-intensity echolocation signals over 225 dBre 1 mPa
~Au, 1980!, and therefore must have some sort of ability to
handle high peak intensity, brief sounds, the fact that no
threshold shifts were observed until the animal had been ex-
posed to 179 dB for nearly 50 min is not surprising. The
sounds a dolphin receives, and their effect on its auditory
system, need to be considered from an energy flux density
perspective. The energy flux density in a single echolocation
click having a peak-to-peak amplitude of 220 dB will only
be about 167 dBre 1 mPa2 s compared to the energy flux
density of 213 dB in the fatiguing noise stimulus over a
50-min time period. Approximately 40 000 echolocation
clicks would be needed in order to equal the energy flux
density the dolphin received over a 50-min time period.

Schlundtet al. ~2000! previously showed small tempo-
rary threshold shifts in belugas and bottlenosed dolphins
when they were exposed to short 1-s fatiguing stimuli be-
tween 192 and 201 dB. Since their stimulus was over a 1-s

FIG. 5. Baseline threshold measures and postexposure temporary threshold
shifts.

TABLE I. Exposure levels, thresholds, times, and recovery from shifts following delays.

Exposure level~dB! 165 171 179 179 179 179 179 179
Pre-exposure
threshold~dB!

83 84 83 82 79 81 80 77

Post-exposure
threshold~dB!

82 87 93 100 91 83 90 89

Shift ~dB! 21 3 10 18 12 2 10 12
Time in Hoop
~min!

30 31 30 30 30 29 30 30

Minutes of exposure 41 44 54 49 47 52 48 50
Delay—minutes after
exposure

NA NA NA 360 180 NA 90 45

Threshold following
delay

NA NA NA 82 78 NA 80 78

Shift after delay 0 21 NA 0 1
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duration, the energy flux density is equal to the intensity
~192–201 dBre 1 mPa2 s!. The upper limit of energy flux
density of 201 dB is only 12 dB lower than the 213 dB and
can be considered relatively consistent with our data if their
small TTS of 6 dB is compared to a maximum of 18 dB TTS
for our animal. Finneranet al. ~2002! found that a beluga
exhibited a 6-dB TTS when subjected to a short impulse
from a water-gun having an energy flux density of only 186
but did not observe any TTS for a bottlenose dolphin ex-
posed to same fatiguing stimulus at an energy flux density
level of 188 dB. Perhaps the auditory system of the beluga is
more sensitive to impulse sounds than bottlenose dolphins.

We also did not anticipate that recovery from an 11-dB
shift would occur so rapidly. Given that it took roughly 20
min to obtain a behavioral threshold demonstrating that a
shift had in fact occurred, by the time we had obtained the
second threshold, at 45 min following the cessation of the
fatiguing stimulus, the threshold had returned to the preex-
posure baseline levels. Finneranet al. ~2002! found an even
faster recovery time of 4 min after exposure to the brief
impulse sound from the seismic watergun for the beluga. The
auditory systems of the beluga and the bottlenose dolphin
apparently have the capability to recover relatively rapidly
from TTS.

Both Schlundtet al. ~2000! and Finneranet al. ~2002!
working with whales and dolphins and Kastaket al. ~1999!
working with pinnipeds report that the animal’s trained re-
sponses were disrupted by the fatiguing noise during tempo-
rary threshold shift experiments. Our animal also showed
disruption of trained behaviors as the fatiguing noise was
presented. This disruption may well indicate that the animals
did not respond favorably to the fatiguing noise. Millset al.
~1981! reported that human subjects participating in TTS ex-
periments show a manifestation of similar behavior . . . ‘‘In-
variably, the number of the subjects who fail to keep appoint-
ments increases as the experiment progresses’’~p. 393!.
While the reluctance of the animal to participate was over-
come with additional training and patience, a subjective
evaluation of the procedure would indicate that the animal
did not appreciate the fatiguing noise.

In a summary paper on temporary threshold shifts, Ward
~1997! cautioned that individual differences in the magnitude
of temporary threshold shifts are substantial. Many experi-
ments on the sensory systems of highly protected and valu-
able marine mammals are based on data from a single ani-
mal. These data are also from a single bottlenosed dolphin.
Without additional measures it is impossible to know
whether large individual differences among bottlenosed dol-
phins would be found. A conservative extrapolation based on
data from other species would predict that bottlenosed dol-
phins will also show considerable individual differences in
their susceptibility to fatiguing noise.
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Statistics of ultrasonic scatterer size estimation
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A theoretical expression for the variance of scatterer size estimates is derived for a modified least
squares size estimator used in conjunction with a reference phantom method for backscatter
coefficient measurement. A Gaussian spatial autocorrelation function is assumed. Simulations and
phantom experiments were performed to verify the results for backscatter and size variances. The
dependence of size estimate errors upon free experimental parameters is explored. Implications of
the findings for the optimization of scatterer size estimation are discussed. The utility of scatterer
size parametric imaging is examined through the signal to noise ratio comparison with standard
ultrasonic B-mode imaging. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1568945#
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I. INTRODUCTION

The feasibility of estimating and imaging scatterer size
using backscattered ultrasound signals and spectral analysis
techniques has been thoroughly demonstrated over the past
two decades.1–6,16 Much of the early work in the field in-
volved the use of single element transducers, although in
subsequent years the work progressed to accommodate clini-
cal transducers and systems through the development of
novel techniques to account for echo signal system
dependencies.4,7,8 In many cases, size estimation, although
computationally intensive, has proven to be useful for the
monitoring, diagnosis, and study of disease.3,4

The following paper has two objectives. The first is to
define the theoretical error associated with ultrasonic scat-
terer size estimation, and its dependence upon parameters
that characterize both the measurement system and the in-
sonified tissue. The results make the optimization of estimate
error possible through the informed adjustment of free pa-
rameters. Others have investigated size estimation error in
previous work.9,10 Chaturvedi and Insana, in particular, have
derived an expression for the variance of scatterer size esti-
mates. However, the results assumed knowledge of both the
instrumentation transfer function and the scattering strength
of the insonified object. The following work extends their
inquiry to a particularly simple and flexible method of scat-
terer size estimation.4 A reference phantom is used to ac-
count for clinical system dependencies in backscatter estima-
tion, and a modified least squares fit, which eliminates the
need for knowledge of scattering strength, is used in size
estimation. The second objective is to evaluate scatterer size
imaging as a diagnostic tool through signal-to-noise ratio
~SNR! comparison with standard B-mode imaging.

The following background section gives a brief intro-
duction to scatterer size estimation using a reference phan-

tom. The subsequent theory and verification sections derive
and validate expressions for the error inherent in both back-
scatter coefficient measurement and size estimation. Finally,
the discussion and conclusion sections explore the depen-
dence of errors in size estimates upon experimental param-
eters, discuss the adjustment of free parameters to achieve
error optimization, and outline implications for the diagnos-
tic utility of scatterer size imaging.

II. BACKGROUND—SIZE ESTIMATION METHOD

Size estimation, for the purposes of this paper, is accom-
plished by performing a modified least squares fit between a
measured backscatter coefficient for a tissue segment, and a
theoretical backscatter coefficient, which is dependent upon
tissue/scatterer properties including size. The scatterer size
estimate,â, is given by

â5arg min
1

n (
vmin

vmax

@c~v,â!2c̄~ â!#2 ~1a!

where

c~v,â!510 ln@BSCs~v!#210 ln@BSCt~v!# ~1b!

and

c̄~ â!5
1

n (
vmin

vmax

c~v,â!. ~1c!

The summation is over the usable bandwidth of the backscat-
ter coefficient measurement@BSC~v!#, v represents angular
frequency, and the subscriptss and t refer to measured
sample and theoretical model values, respectively. Unlike the
standard least squares fitting technique, this method is insen-
sitive to differences between measured and theoretical values
by a multiplicative constant, and therefore requires no
knowledge of tissue scattering strength for accurate size
estimation.6

A reference phantom method is used for backscatter
estimation.4,8,18 Backscatter coefficients are calculated ac-
cording to

a!Presented as ‘‘Statistics of scatterer size estimation,’’Symposium on Ultra-
sonic Imaging and Tissue Characterization, Arlington, VA, June 2002.
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BŜCs~v!5
uSs~v!u2

uSr~v!u2
BSCr~v!exp$4z@as~v!2a r~v!#%, ~2!

where uS(v)u2 is the power spectrum for a gated rf signal
from a segment of the scattering medium,z is the depth of
that segment, and thea ’s are attenuation coefficients. The
bars represent spatial averages, and the subscriptss and r
represent the sample and reference media, respectively. Ref-
erence media can be of any type, given that the backscatter
coefficient is known and that scattering is incoherent. This
method yields accurate results given that the distance from
the transducer to the interrogated medium segment is larger
than both the size of the active transducer face, and the ef-
fective width of the medium spatial autocorrelation function
~SAF!.8 System settings must also remain unchanged be-
tween reference and sample data acquisition.

The theoretical backscatter coefficient values required
for Eq. ~1! can be obtained as a function of scatterer size
using

BSC~k!5Ck4E
2`

`

bg~Dr !e2 i2k•DrdDr , ~3!

which is valid for sparse media when scattering is weak, and
shear wave effects are negligible.6,11 C is a function of tissue
properties and is constant with frequency.k is the scattering
vector, which has magnitudek5wave number and points in
the direction of insonification.bg(Dr ) is the correlation co-
efficient of the medium SAF, which is assumed to be statis-
tically stationary and is defined according toE$g(r
1Dr ),g(r )%5E$g2(r )%bg(Dr ). g~r ! is the reflectivity of
the medium atr , and is a function of the fluctuation in ma-
terial acoustic properties at that location,g(r )5„k(r )
2k0…/k02„r(r )2r0…/r(r ). k andr are compressibility and
density, respectively, andk0 andr0 are their corresponding
mean values for the medium.

For random media with a single dominant scatterer type,
the integral of the correlation coefficient can be properly as-
sociated with scatterer volume. As a result, an effective scat-
terer size can be related to the characteristic dimension of the
medium correlation coefficient by equating the volume of a
sphere to the coefficient integral.6,11 Throughout the remain-
der of this paper, only sample media whose correlation coef-
ficients are adequately described by an isotropic Gaussian
function will be addressed.5,6 Thus,

bg~Dr !5e2Dr 2/2d2
, ~4!

where the following describes the relationship between ef-
fective scatterer radius and the characteristic dimension of
the correlation coefficient,d:

2a5~12A2p!1/3d'3.1d5d1d. ~5!

The backscatter coefficient for such a medium is given by

BSC~k!5C8k4e22k2d2
, ~6!

where the frequency dependence is determined solely by ef-
fective scatterer size. It is this property, which, in conjunc-
tion with the use of the modified least squares fitting tech-
nique outlined in Eq.~1!, permits size estimation without

knowledge of other descriptive parameters for the insonified
medium.

III. THEORY

Before calculating the expected error in size estimates
for the procedure outlined above, it is necessary to derive an
expression for the variance of BSC estimates obtained using
the reference phantom method. Neglecting windowing ef-
fects and assuming that both sample and reference spectra
are estimated using a periodogram, spectra variances are
given by9

var„Ŝ~k!…'S~k!2. ~7!

S(k) is an arbitrary power spectrum, andk is the wave num-
ber. Given this result and Eq.~2!, the variance of the back-
scatter estimates can be evaluated using12

var„BŜCs~k!…'S ]„BŜCs~k!…

]„Ss~k!…
D 2

var„Ss~k!…

1S ]„BŜCs~k!…

]„Sr~k!…
D 2

var„Sr~k!…, ~8!

whereSs(k) andSr(k) are independent. Calculating the par-
tial derivatives at expected values, and assuming that the
individual power spectra used to obtain the sample and ref-
erence averages are independent, yields

var„BŜCs~k!…'F 1

Sr~k!
BSCr~k!e4~as2ar !zG2 1

Ns
Ss

2~k!

1F Ss~k!

Sr
2~k!

BSCr~k!e4~as2ar !zG2 1

Nr
Sr

2~k!,

~9!

whereNs andNr represent the number of sample and refer-
ence waveforms used to calculate the spectral averages, re-
spectively. Finally, substituting

S~k!5uG~k!u2BSC~k!e24az, ~10!

whereuG(k)u2 is the system transfer function, gives

var„BŜCs~k!…'S Ns1Nr

NsNr
DBSCs

2~k!. ~11!

According to this result, the standard deviation of backscatter
estimates should be both proportional to the backscatter co-
efficient itself, and inversely proportional to the square root
of the number of data segments used to generate those esti-
mates. Note that Eq.~11! is nearly identical to the result
derived by Chaturvediet al.,9 but contains the additional
leading factor, which accounts for both imperfect knowledge
of the reference power spectrum, and the possibility of the
availability and utilization of multiple sample power spectra.

Solving Eq.~1! for estimated scatterer size, assuming a
Gaussian correlation coefficient and using a standard calcu-
lus minimax approach,17 yields
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â25
2d1

2c2

80

(vmin

vmax
„y~v!v22 ȳv2

…

(vmin

vmax~v22v2!2
, ~12!

where y(v)510 ln„BSC(v)/v4
…, c is the speed of sound,

andd1 remains from Eq.~5!. For real values of scatterer size,
using12

var~ â!' (
vmin

vmax S ]â

] BSC~v! D
BSC~v,â!

2

var„BSC~v!…, ~13!

in conjunction with Eqs.~12! and ~11! yields

var~ â!'
c4d1

4

162â2 S Ns1Nr

NsNr
D (

vmin

vmax F v22v2

(vmin

vmax~v22v2!2G 2

,

~14!

where the summation is limited to frequencies for which the
associated backscatter estimates are uncorrelated. When the
reference phantom method, in particular, is used to estimate
backscatter over a frequency band, the interval between un-
correlated estimates is a function of data window type, and is
inversely proportional to window length. Note that this ap-
proximation is valid for any particular experimental case,
given that the probability for obtaining imaginary size esti-
mates is low, and that size estimates are unbiased.

IV. EXPERIMENTAL VERIFICATION

A. Frequency dependence of backscatter variance

The frequency dependence of Eq.~11! was verified us-
ing both simulated rf waveforms, and experimentally derived
signals obtained from an agar phantom. The phantom con-

FIG. 1. Theoretical and experimental standard devia-
tions of backscatter coefficient estimates for a tissue-
mimicking phantom containing glass beads~a! and a
simulated phantom containing scatterers with a Gauss-
ian spatial autocorrelation function~b!. The term Auto-
BSC indicates that backscatter estimates were generated
using reference and sample waveforms from the same
phantom.
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tained spherical glass scatterers of mean diameter 48mm and
standard deviation 6.8mm, distributed randomly with a den-
sity of 1.36 g/L~approximately 10 000 scatterers/cm3!. The
speed of sound and attenuation for the phantom, both mea-
sured using a narrow-band substitution technique, were 1490
m/s and 0.5 dB/cm/MHz, respectively. The agar density was
calculated to be 1.04 g/cm3. Thirty independent planes of
phantom data were acquired using an Acuson 128 XP and L7
linear array transducer operating at 7 MHz. System settings
remained unchanged throughout the data collection proce-
dure. The rf echo signals were digitized with a Gage Applied
Science~Canada! A/D converter and PC. Data were collected
with 12-bit resolution and at a sampling rate of 50 MHz.

Eleven independent planes of simulated rf data were
generated for a random distribution of Gaussian SAF scatter-
ers~4000/cm3! with effective diameters of 50mm. To accom-
plish this, the scattered pressure amplitudes at each fre-
quency for simulated pointlike scatterers were modified by
multiplication with the square root of the form factor for a
Gaussian SAF,e2k2d2

, whered is related to the scatterer size
through Eq.~5!. The phantom speed of sound was set to
1490 m/s and the attenuation to zero.15 The simulated trans-
ducer was a 300-line linear array operating at 7 MHz with a
50 mm focal length and 100% bandwidth, which could be
artificially reduced during processing. The data acquisition
rate was 38 MHz~a value determined by the simulation
code!.

Backscatter estimates for both the agar and simulated
phantoms were generated according to the reference phan-
tom method outlined in Sec. II. In both cases, the reference
and sample phantoms were identical, eliminating the need
for an attenuation correction term in Eq.~2!. Power spectral
estimates for each waveform were calculated using a 1 cm
Hanning windowed segment centered about the transducer
transmit focus~3.5 cm for the L7, 5 cm for the simulation!.
Spectral averaging for each transducer line was done over
independent planes. Fifteen reference and sample planes

were used for the agar phantom estimates, and one sample
and ten reference planes for the simulation estimates. Stan-
dard deviation estimates at each frequency were made using
the backscatter estimates obtained for each of the transducer
lines ~220 for the L7, 300 for the simulated transducer!.

Results are plotted in Fig. 1. Theoretical values were
calculated using Eq.~11!, where the known backscatter co-
efficient originates from Faran’s theory13 for the agar/glass
phantom, and the SAF input for the simulation. Agreement
between theoretical and experimental values for both cases
appears to be good over the bandwidth of the transducer
used. The slight bias at higher frequencies is a result of back-
scatter estimate bias, which, in turn, is due to the inherent
noise in the reference spectral estimates. Including additional
reference spectral estimates in the spatial averaging of Eq.
~2! reduces this effect.

B. Dependence of backscatter variance upon the
number of spectral estimates

Log transformation of both the standard deviation for
backscatter estimates and the number of spectra used to gen-
erate those estimates in Eq.~11!, assuming equal numbers of
reference and sample waveforms, yields

log$std@BŜC~k,N!#%52 1
2 log~N!1C~k!.

According to this equation, the relationship between the two
transformed values is a linear one defined by a slope of nega-
tive one-half. This was verified experimentally using the
same phantom data and signal processing method described
above. Standard deviation estimates, however, were gener-
ated using variable numbers of sample and reference wave-
forms (Ns5Nr5N55215). The slope of the linear least
squares fit to the log of standard deviation estimates versus
the log of the number of spectra used in generating those
estimates was calculated for each frequency resulting from

FIG. 2. Histogram of linear regression slopes~each ob-
tained at a different frequency! for the log of the stan-
dard deviation of backscatter coefficient estimates as a
function of the log of the number of A lines used to
generate those estimates.
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the discrete Fourier transform of the rf data over the band-
width of the L7 transducer. A histogram of those slopes is
plotted in Fig. 2. Note that the approximate center of the
distribution is negative one-half, as theory predicts.

C. Size variance

The validity and accuracy of Eq.~14! were tested using
the simulated waveforms described in Sec. IV A, with the
inclusion of waveforms from several additional independent
planes. Windowed data segments used in backscatter estima-
tion were again centered about the transmit focus of the
transducer~5 cm for simulated data!. Size estimates were
obtained using the method outlined in Eq.~1!, with the modi-
fied sum of squares value being calculated for a restricted
range of possible scatterer sizes~diameter51–300 mm in
intervals of one micron!. As a result, imaginary size esti-
mates were excluded. Standard deviation estimates were gen-
erated using 300 partially correlated size estimates corre-
sponding to the number of lines produced by the simulated
linear transducer. Note that all estimated backscatter values,
including correlated ones, were used in size estimation.

Figure 3~a! displays both theoretical and experimental
results for the standard deviation of size estimates as a func-
tion of the bandwidth used to produce those size estimates.
Ten reference and one sample waveform segments~eleven
independent planes of data total!, each one cm in length,
were used to generate the necessary backscatter estimates.
The theoretical result was calculated using Eq.~14!. The fre-
quency interval for which uncorrelated backscatter estimates
could be obtained was determined experimentally by esti-
mating the correlation of those estimates, and found to be
approximately 2.4/T for complete decorrelation, whereT cor-
responds to the length of the Hanning window used in units
of time. The resulting number of uncorrelated frequencies
included in the summation of Eq.~14! as a function of band-
width was noticeably steplike, leading to the discontinuities
evident in the theoretical curve. With the exception of the
estimate at 3 MHz, the experimental and theoretical results
agree well. The most likely explanation for the poor agree-
ment at low bandwidths is that imaginary estimates would
typically play a dominant role in this region for scatterers of
this size. As a result, the conditions for the validity of Eq.
~14! are not met, and the experimental standard deviation is
artificially limited by the exclusion of imaginary estimates.

Figure 3~b! shows similar results for a fixed bandwidth
of 6 MHz, but a variable number of sample waveforms. Ten
reference waveforms were used throughout. Again, theoreti-
cal and experimental results agree fairly well.

Finally, Fig. 3~c! contains results for a fixed bandwidth
of 6 MHz, a fixed number of waveforms~10 reference and 1
sample!, and a variable data window length. The theoretical
and experimental results agree well for larger window sizes.
For lengths shorter than 4 cm, the results diverge for what is
likely the same reason they do so in Fig. 3~a! for shorter
bandwidths, namely that imaginary estimates typically be-
come more prevalent as the standard deviation for estimation
approaches the scatterer diameter value. Equation~14! there-

fore ceases to be valid, and the experimental standard devia-
tion is limited.

V. DISCUSSION

A. Optimization

Given the demonstrated accuracy and applicability of
Eq. ~14!, it becomes possible to use the equation to optimize

FIG. 3. Theoretical predictions and experimental results for the standard
deviation of scatterer size estimates as a function of transducer bandwidth
~a!, the number of sample A lines used~b!, and A-line length~c!. Error bars
are located approximately at alpha50.5.
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experimental parameters for the minimization of uncertainty
in size estimates. As is obvious from Fig. 3, monotonic de-
creases in standard deviation are associated with increases in
transducer bandwidth, the number of independent sample
~and reference! waveforms used to generate backscatter esti-
mates, and window length. Increases in the first of these are
limited by the capabilities of the imaging system. Changes in
the second are generally restricted both by the inherent reso-
lution of the system, and the desired resolution of the scat-
terer size image. Finally, the window length is constrained by
the desired axial resolution of the resultant image.

Two parameters remain in Eq.~14!. The first of these is
transducer center frequency, and the second is actual scat-
terer size. Figure 4~a! displays estimate standard deviation as
a function of both parameters for a bandwidth of 6 MHz, a
window length of 1 cm, a single sample waveform, and ten
reference waveforms. Below the mesh plot of standard de-
viation is a contour plot of the same, the isobars of which
correspond approximately to constant values of the product

of the two independent variables. As a result of this corre-
spondence, the dependence of Eq.~14! upon the two separate
parameters appears to reduce to a dependence upon one,
namelyka, wherek is the wave number corresponding to the
center frequency value, anda the actual scatterer radius. Fig-
ure 4~b! illustrates the dependence of the standard deviation
uponka for a 6 MHz bandwidth, a 1 cmwindow, one sample
waveform, and ten reference waveforms. Because the stan-
dard deviation is inversely proportional toka, optimization
would entail size estimation at high frequencies. However,
failure of the Gaussian SAF to appropriately model scatterer
behavior at high frequencies places an upper limit uponka of
approximately 1.2. At frequencies above this limit, shear
wave and resonance effects, which are not included in the
scattering model, become appreciable.2,6,11

B. Evaluation

To evaluate size estimation, and the method outlined in
this paper in particular, as a diagnostic aid, the SNR for a

FIG. 4. Mesh and contour plots of the theoretical stan-
dard deviation of scatterer size estimates as a function
of transducer center frequency and actual scatterer size
~a!. ~b! displays standard deviation as a function of the
product of the two parameters.
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parametric image of size was compared to that for a standard
B-mode image of identical resolution. The SNR for the scat-
terer size image was defined as

SNRd5
E~D̂ !

std~D̂ !
, ~15!

whereE(D̂) and std(D̂) are the expected value and standard
deviation of the size estimator, respectively. The SNR for a
B-mode image with fully developed speckle is

SNRb51.91A T

Cz
, ~16a!

where 1.91 is the SNR for a single resolution cell, and the
square root factor corrects for differences in axial resolution
between the two image types.T is the window length used in
size estimation,Cz is the axial length of a resolution cell, and
their quotient is the number of uncorrelated cells contained
within a single window.Cz is related to the bandwidth of the
insonifying transducer and is approximated by14

Cz5
0.9

FWHMtxdcr
. ~16b!

Figure 5 displays the ratio of the SNRs as a function of
window length for two different bandwidths. Free parameters
were set to typical values, including a scatterer diameter of
100 mm, a center frequency of 5 MHz (ka'1), and a ref-
erence waveform number effectively approaching infinity.
Sample waveform number was restricted to one by the iden-
tical resolution condition. As before, the discontinuity evi-
dent in both graphs is a result of the discrete nature of the
summations in Eq.~14!. Although the ratio appears to be
independent of window size, increasing the bandwidth from
3 to 5 MHz, improves the value. Figure 6 is a plot of the
SNR ratio versus bandwidth for conditions identical to those
above~fixed window length510 mm). Notice that the ratio
increases substantially with increasing bandwidth, however,
the bandwidths necessary to produce values approaching one
are well above current technical limits.

VI. CONCLUSION

Expressions for the theoretical variance of backscatter
coefficient and scatterer size estimates were derived. Both
agreed well with experimental results. The variance of back-
scatter estimates was found to scale directly with the square
of the backscatter coefficient being measured, and inversely
with the number of power spectra used to generate estimates.
The variance of size estimates decreased with increasing val-
ues of bandwidth, number of sample and reference power
spectra, data segment length, andka.

Although the feasibility of generating size estimates and
images using a reference phantom method to estimate back-
scatter has been established, improvements in transducer
bandwidth are necessary for performance to approach that of
B-mode imaging. As a result, size imaging is most beneficial
when knowledge of physical structure is necessary, or
B-mode contrast is low, which occurs when scattering
strength contrast and size contrast offset one another.

FIG. 5. Ratios of the theoretical signal-to-noise for size estimation to that of
B-mode imaging for bandwidths of 3 MHz~a! and 5 MHz~b!. A horizontal
line is located at the mean value of the ratio over the plotted function
domain in each case.

FIG. 6. Ratio of the theoretical signal to noise for size estimation to that of
B-mode imaging as a function of transducer bandwidth.
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